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𝒃 Binary control vector - 
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𝑐𝑝 Specific heat capacity  kJ/(kg∙K) 
𝐶 Heat capacity rate  W/K 
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𝑑 Thickness m 
d𝑡 Integration interval s 
𝐷 Diameter of tank m 
𝑒 Control difference - 
𝐸 Mayer term - 
𝑓 General function - 
𝑔 Equality constraint function - 
ℎ Inequality constraint function - 
𝐻 Height of tank m 

𝐻𝐶𝑉 Higher calorific value kWh/m³ 
𝐻𝑇𝑖  Temperature of ith layer in hot tank °C 

𝐽 Cost function  - 

𝑘 
Overall heat transfer coefficient of the tank 
envelope W/(m²∙K) 

𝐾s Gain of controlled system - 
 𝐾p Proportional gain of PID controller - 
𝐿 Lagrange term  - 
𝑚 Mass of water in one tank layer kg 
�̇� Mass flow kg/h 
𝑁 Number  - 
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 𝑇v Derivative-action time of PID controller s 
 𝑇n Integral-action time of PID controller s 
𝑇s Time-constant of controlled system s 
 𝑇t Dead time s 
𝑢 Manipulated variable - 
𝒖 Vector of continuous controls  - 
𝑈 Overall heat transfer coefficient W/(m²∙K) 
𝑉 Voltage V 
�̇� Volume flow m³/h 
𝑊 Energy electrical kWh 
𝑊s Weighting matrix for slack variables - 
𝒙 Vector of states - 
𝑥 Independent variables in regression analysis - 
�̇� Time derivative of a system state - 
𝕏 Set of admissible states - 
𝒚 Vector of outputs - 
𝑦 Measured value - 
𝑦∗ Dependent variable in regression analysis - 
𝑦∗ Predicted value - 
�̅� Arithmetic mean of measured values  
�̅�∗ Arithmetic mean of predicted values  
𝑧 Height of one layer in the tank m 
ℤ Set of integer values - 

𝑎, 𝑏, 𝑐, 𝑑, 𝑒, 𝑒∗, 𝑓, 𝑓∗, 𝑔, 𝑔∗, ℎ 
Coefficients of regression for different 
models - 
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Symbol Meaning 
Common 

unit 
   

𝛽 
Coefficients of regression in regression 
analysis - 

𝛿 Binary parameter - 
𝜀 Heat exchanger effectiveness - 
ℒ Lagrangian function - 
𝜆 Heat conductivity  W/(m∙K) 

𝜆 
Lagrange multiplier vector for equality 
constraints - 

𝜇 
Lagrange multiplier vector for inequality 
constraints - 

𝜂 Efficiency  - 
𝜌 Density kg/m³ 

Indices 

Subscript Meaning 
  

air Ambient air 
aprx Approximate 
AdC Adsorption chiller 
amb Ambient 
aux Auxiliary or ancillary 

b Brine 
buy Buying from grid 

c Condenser circuit of the reversible heat pump 
c Cold fluid entering heat exchanger 

cool Cooling 
CC Compression chiller 

CHP Combined heating and power 
CL Cooling load 
CT Cold tank 
e Evaporator circuit of the reversible heat pump 

eff Effective 
el Electrical or electricity 

ext Exterior 
EL Electrical load 

EMPC Economic-MPC  
EPEX EPEX SPOT SE day-ahead auction electricity prices 

EWERK 
Two-price electricity tariff structure of the local grid 
operator 
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Subscript Meaning 

  
f Feed-line leaving a component 
f Final time-step 

fc Forecast 
fe Final energy 

fuel Related to fuel consumed by CHP 
grid Related to electricity grid 

h Hot fluid entering heat exchanger 
heat Heating 

H High temperature circuit 
HL Heating load 
HP Heat pump 
HT Hot tank 
HX Heat exchanger 
init Initial  
IMG Related to INES micro-grid 

lb Lower bound 
loss Thermal losses 

L Low temperature circuit  
LG Load generator 

max Maximum 
meas Measured 
min Minimum 
M Medium temperature circuit 

MPC Related to tests with MPC 
𝑛b Number of binary controls  
𝑛c Number of time-varying parameters 
𝑛p Number of time-constant parameters 
𝑛s Number of slack variables 
𝑛u Number of inputs or controls  
𝑛x Number of states 
𝑛y Number of outputs 

nom Nominal value 
opt Optimal 
OC Outdoor coil  

prev Previous solution 
r Return-line entering a component 

ref Related to tests with reference controller 
relx Relaxed value with respect to binary controls 
RHP Reversible heat pump  
sell Selling to grid 
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Indices (continued)  
  

Subscript Meaning 
sim Simulated 

SNSE Sum of normalised squared error 
total Total value 

th Thermal  
TC Test chamber 
ub Upper bound 
w Water 

i,j,k Serial variables 
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Glossary of terms  

For the purposes of this dissertation, the following terms and definitions apply: 

Availability of controller framework 

Availability is a representative metric for the probability that the controller 
framework will provide a practical schedule for the plant during the period of a test and 
will not fail to control the individual components. 

Bang-bang control  

When the solution of the optimal control problem switches from one extreme 
restriction (upper bound or lower bound) to another (i.e. is strictly never in between the 
bounds), then that solution is referred to as a bang-bang solution. 

Building automation and control system 

A building automation and control system is typically a computer-based hierarchical 
framework, comprising of all engineering tools and services facilitating automatic 
control, monitoring, optimisation, operation, human intervention, and management to 
achieve a good building performance. 

Building energy management system 

A building energy management system is typically a computerised system that is an 
integrated part of the building automation and control, for monitoring and controlling 
all energy-related building services plant and equipment. 

Consumption-related costs 

Consumption-related or demand-related costs is the cost group in total cost of a plant 
that must be paid for consumption of final energies like electricity and fuel. 

Control architecture 

Control architecture refers to the strategy to combine the model based controllers 
with the capabilities of an existing building automation and control system into a 
coherent framework and is described using a flow chart. 

Control logic 

Is an underlying part of the control architecture and describes the operation of a 
controller using flow charts and state diagrams.  

Control loop 

Is the combination of the controlled system and the controller with a closed chain of 
action. 

Energy plant management system 

The element of a building energy management system focussing specifically on 
scheduling of the heating and/or cooling plant refers to the energy plant management 
system. 
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Glossary of terms (continued) 

Final energy 

Final energy is the generic term for the energy in the form of fuel or electricity from a 
grid converted by the heating and/or cooling plant into useful energy for the end user.  
It includes the auxiliary energy and electrical consumption of the individual components 
in the plant. 

Functional tests 

Refers to the rudimentary functional performance testing done with the individual 
components and the entire system during the commissioning phase and conventional 
controller development phase. 

Grid-supportive operation  

Grid-supportive or grid-reactive operation means the economically optimal 
scheduling of a heating and/or cooling plant with respect to a variable electricity price 
reflecting the grid’s status in terms of consumption and generation profiles, grid 
congestion, and utilisation of grid connectivity. 

Grey-box modelling 

Is a modelling methodology to program HVAC models by combining a physics based 
mathematical structure and data based curve fits.  

Internal control logic  

The control logic programmed on embedded controllers inside the components to 
improve their performance under part-load operation or for their operational safety is 
defined as internal control logic. The controller is set at default-values and is not 
accessible to end user in most cases.  

Manipulated variable 

The manipulated variable or control signal is the output of the controller and input of 
the controlled system to influence the value of the controlled variable. 

Mixed integer nonlinear problem 

Refers to a special class of optimisation problems where the objective function and/or 
constraint equations are twice differentiable in the decision variables which are either 
real or integer values. 

Model based control  

An open-loop control algorithm that uses the output of the controlled system’s 
simulation model to generate a manipulated variable is defined as model based control. 
This type of control is typically used in reactive control since the controlled system lacks 
any elements (e.g. storages) that can be predictively controlled. 
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Glossary of terms (continued) 

Model predictive control  

Model predictive control is an optimal feedback control technique that is based on the 
repeated solution of an open-loop optimal control problem where at each sampling 
instance an optimisation problem is solved to predict and optimise the system’s future 
behaviour and only the first control action is implemented at the real process. At next 
instance the horizon is adjusted and the entire process is repeated. See also “Optimal 
control”. 

Optimal control 

With reference to dynamic systems, optimal control is the application of mathematical 
algorithms to find a control law for the system such that an optimal criterion is achieved 
under the restriction of constraints on that system. The policy for developing the optimal 
controller could be open-loop or a closed feedback loop and may include estimation of 
the system states too. 

Outdoor coil 

The outdoor coil is a dry-cooled electric fan recooler acting as both heat sink and heat 
source for the thermal chiller and heat pump respectively.  

Process variable 

Process variables are the typical physical parameters in an industrial plant that are 
monitored during operation and describe the status of the plant e.g. circuit temperatures 
or volume flows. 

Simple levelised cost of energy 

The simple levelised cost of energy is a version of the popular metric “levelised cost of 
energy” and is applied to calculate cost of useful energy based only on the consumption-
related costs of final energy over the duration of the monitoring campaign. The capital-
related costs, operation-related costs, other costs, and discount rate factors over the 
long-term life of the plant are not included in the scope of this work.  

Supervisory controller 

The modern definition of a supervisory controller replaces the older version of human 
supervised controller and outlines an automation-based system within the building 
automation and control system facilitating the automatic control of a plant on the field 
level. 

Switching point 

In control of heating or cooling plants with multiple components, the operation mode 
can be switched from one component to another based on a pre-defined logic using the 
switching point. Typically, the switching logic is based on ambient temperature and 
referred to as bivalent operation using the bivalency point. 
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Glossary of terms (continued) 

System state 

A dynamic process variable that characterises a dynamic system by predicting its 
evolution over time through solution of differential equations is defined as a system 
state. For instance, temperature of a storage tank or state of charge in a battery. 

Trigeneration systems 

Trigeneration systems or combined cooling, heating, and power systems are 
technically an extension of cogeneration systems wherein the waste heat of cogeneration 
is used to produce cooling in thermal chillers. 

Useful energy 

Useful energy is the generic term referring to the energy required by the end user for 
satisfying the electricity, heating, cooling, and air conditioning requirements. 
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1 Introduction 

“Fridays for Future” and “Coal Exit Commission” are a few recent developments 
amongst a long-standing list of projects, which are helping to accelerate the “Energy 
Transition” in Europe economically, socially, and politically. The sustainable shift to 
renewables will require an integrated development of the system with coupling of the 
energy, transport, and building sectors in combination with storage technologies 
(BMWi, 2018; Kalz et al., 2018; Klein et al., 2016). The far-reaching motivation of this 
work is to support this shift in the buildings and districts sector by facilitating their 
action as flexible prosumers (producers and consumers), intelligent storage systems, or 
decentralised micro-grids. This will ensure greater adaptability to variable renewable 
technologies and grid-supportive operation of building energy systems. 

The latest “Energy Transition Monitoring Report“ targets a decrease of 80% by 2050 
in the primary energy consumption for buildings in comparison with 2008  
(BMWi, 2018). Energy systems like trigeneration shown in Fig. 1-1 contribute to 
reduction of primary energy use through simultaneous production of three useful 
energies in buildings (electricity, heating, and cooling) from a single fuel source using 
high efficiency conversion devices (Angrisani et al., 2016; Liu et al., 2014). Additionally, 
they offer the technical flexibility for aligning local power generation and demand, 
thereby achieving a good building performance and integration of variable renewable 
energies. However, most of the installed systems are conventionally operated and do not 
effectively contribute to the above targets (EBC-IEA, 2016). 

 

Fig. 1-1 Schematic representation of a building trigeneration system and MPC for its optimal operation 
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Applying optimisation algorithms for the operation of a decentralised trigeneration 
system has shown promising results for their energy-efficient, sector-coupled  
(power-to-heat or gas-to-electricity) and grid-reactive scheduling (Al Moussawi et al., 
2016; Andiappan, 2017; Cho et al., 2014; Gu et al., 2014; Jradi and Riffat, 2014). 
Researchers have quantified potential economic benefits of 29% (Cho et al., 2009b), 
8.5% (Chandan et al., 2012), 9.5% to 26% (Kim and Edgar, 2014), 49% to 84% (P. Liu et 
al., 2013) and 8% to 100% (Facci et al., 2014) by applying optimal control instead of 
conventional control to a wide range of stand-alone trigeneration systems or to  
micro-grids utilising trigeneration systems. Also, a reduction of 50% in thermal energy 
wastage of a residential PV-trigeneration system (Liu et al., 2014) and upto 24% in 
primary energy consumption and CO2 emissions of a large-scale trigeneration plant 
(Ortiga et al., 2013) is reported.  

However, a common consensus in the research community regarding gaps in the 
status of optimum operation of micro-scale trigeneration systems available on the 
market is the lack of demonstration projects using advanced controllers like  
model predictive control (MPC) (Cho et al., 2014; Dagdougui et al., 2012; Jradi and Riffat, 
2014; Rong and Su, 2017; Wang and Ma, 2008). The core motivation of this dissertation 
is to overcome the corresponding challenges identified in the literature namely:  

• lack of experimentally validated models that can simulate the wide range of nonlinear 
operating conditions of such systems with sufficient accuracy and are yet simple 
enough for application in MPC, 

• development and demonstration of a control architecture that combines an optimal 
controller with a standard building automation and control (BAC) system. 

What is the contribution of this work?  Based on existing theoretical and practical 
approaches in building technologies, an energy plant management system (EPMS) using 
MPC with novel component models and constraint formulations is developed and 
demonstrated. Additionally, a qualitative and quantitative comparison with 
conventional control in an experimental set-up is done. The scientific and engineering 
results should aid mathematical algorithm developers in providing practically relevant 
solutions and system designers in deciding the type of control strategy for a green-field 
or retrofit scenario. 
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The structure of the dissertation is shown in Fig. 1-2. 

 

Part A

Technical 

background

Chap. 2: State-of-art and scope

Chap. 3: MPC in building automation and control

Chap. 4a: Experimental set-up

Part B

MPC 

development

Chap. 4b: Control oriented component models

Chap. 5: Test case with a MBC towards developing a MPC

Chap. 6: Optimal control framework

Part C

Real-world 

demonstration

Chap. 7: Experiments on economic-MPC of a trigeneration 

system

Chap. 8: Comparison of MPC with conventional control

Part D

Summary
Chap. 9: Conclusion and outlook

Fig. 1-2 Structure of dissertation 
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2 State-of-Art and Scope 

In this chapter, the state-of-art for trigeneration systems in terms of technologies used, 
their conventional control strategies, optimisation techniques, and component models is 
presented and the scope of this work is formulated. The results of a detailed literature 
research are distributed into three sections. The first section reviews the potential of 
trigeneration systems as key solutions for energy transition in the building heating and 
cooling sector and the need for their optimal control. In the second section, the 
application of mathematical algorithms either for their synthesis, their sizing, or their 
operation are described. Finally, an analysis of existing models for components of a 
trigeneration system is given. 

2.1 Trigeneration systems 

Trigeneration or combined cooling, heating, and power (CCHP) systems typically 
generate electricity, useful heating, and cooling simultaneously from a single fuel source. 
Here, the thermal or electrical/mechanical energy from the cogeneration or combined 
heating and power (CHP) process is used further to produce cooling for processes or 
spaces by installing thermal chillers, electric chillers or both. Traditionally, only 
cogeneration systems were used in industries but since the early 1980s, various chillers 
have been integrated to form a trigeneration system for municipal cooling and heating. 
More recently, with advent of decentralisation and micro-grids, building level systems 
have gained attention especially in hotels, hospitals, shopping malls, restaurants, food 
storage, server rooms, and multi-residential dwellings and communities. 

The energy (electricity and thermal) requirement of the building sector (residential, 
public, and commercial) in IEA countries, is approximately 32% of total final energy 
demand (Al Moussawi et al., 2016). Considering this existing high energy requirement 
and projected worldwide increase especially in warmer, but economically developing 
countries it is apparent that energy efficient and environment friendly innovative 
systems like trigeneration will play an important role in a sustainable low-carbon energy 
future. Their potential also derives from the fact that many countries already have 
policies supporting the installation of CHP systems for example, the combined heat and 
power act  in Germany or the European emissions trading scheme (BMWi, 2018). In the 
context of the German energy system, it is reported that in addition to facilitating 
development of micro-grids in the future, CCHP systems also have a potential of covering 
41% to 53% of the total cooling demand in industries and 15% in buildings using process 
waste heat or CHP waste heat (Heinrich et al., 2014). 

Comprehensive information regarding the basics of trigeneration technologies, 
system configurations, performance evaluation metrics and policies supporting their 
growth are available in the reviews of Jradi, Liu, Murugan and Wu (Jradi and Riffat, 2014; 
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Liu et al., 2014; Murugan and Horák, 2016; Wu and Wang, 2006). In Fig. 2-1 a summary 
of these works with respect to the CCHP benefits is shown. 

Decentralised energy supply: Advanced trigeneration systems can be deployed as on-
site power plants in a decentralised energy set-up with the following benefits: 
• possibility to form micro-grids where they interact with the main grid to provide 

demand response or peak-shaving services while satisfying the local electrical and 
thermal loads,  
• improved capability for integration of local renewable energy sources,  
• avoiding transmission and distribution losses of a centralised grid and external risks 

to security of supply by using smaller, flexible, and dispersed systems,  
• increasing reliability of energy supply since decentralised CCHP systems can run 

multiple fuel types and support the central grid during power cuts, 
• providing alternative options for challenging locations with power shortages or no 

connection to the central grid especially when they also have cooling and/or heating 
loads. 

Overall system efficiency: Since an energy cascade is developed with multiple useful 
energy carriers, lesser primary energy is needed for obtaining the same amount of 
electricity and thermal output in comparison to conventional separate production. This 
is represented in different criteria in the literature, for example, primary energy savings 
ratio, fuel energy savings ratio, trigeneration primary energy saving, and energy 
utilisation factor (Cho et al., 2014). Consequently, the energy efficiency is also improved 
compared to conventional methods, where electricity from large-scale central power 
plants is used separately to satisfy the electric lighting and chiller requirements and 
boilers are used for thermal loads. 

Reduced emissions: A reduction of greenhouse gas emissions is estimated in cases 
where modern prime mover technologies, like fuel cells and micro-turbines are 
combined with thermal chillers and penetration of renewable energy systems is 
supported. 

Higher flexibility: Due to different permutations and combinations of technologies 
available for synthesising a CCHP plant, designers of such systems have the flexibility to 
develop industry or building specific solutions. A greater flexibility in operation is also 
possible because modern day technologies like micro-turbines and thermal chillers have 
reliable internal controllers to modulate their outputs, thereby allowing grid-supportive 
operation of such systems. Trigeneration systems facilitate installation of larger CHPs 
and their prolonged operation by using excess heat (especially in summer months).  
This enhances the flexible operation of the systems all-year round. 

Lower operational costs: When correctly designed and operated, CCHP systems that 
couple various energy sectors for application in scenarios with permanent electrical, 
heating, and cooling loads lead to lower operational costs.  
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Fig. 2-1 Summary of trigeneration system benefits 

This work is meant to provide the tools for exploiting the higher flexibility of 
trigeneration systems and support their deployment in a decentralised set-up. Through 
economic scheduling, reduction in consumption-related costs (e.g. energy costs) should 
be expected.  

2.2 Classification of trigeneration systems 

Trigeneration systems can be usually classified into five categories depending on:  
the type of cogeneration unit, type of chiller, type of storage, type of back-up systems, 
and size of the plant1, as shown in Fig. 2-2 (no particular order). A recent review paper 
provides further insight into the topic of classification of trigeneration systems and the 
features of the different types of technologies (Al Moussawi et al., 2016). The following 
section highlights a few of these aspects. 

 

Fig. 2-2 An example of trigeneration system classification (technologies in this work are highlighted) 

                                                                    

1 The scope of this work considers trigeneration systems based typically on a cogeneration unit. Definition in glossary of 
terms. 
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Prime mover: It is the most basic element of a CCHP plant and can be defined as a 
machine that transforms energy from thermal, electrical or pressure form to mechanical 
form. This could either be a combustion-based engine or turbine whose motion is 
coupled to a generator for producing electricity or an electro-chemical energy 
conversion device like fuel cell. The underlying technology for combustion engines and 
turbines is very mature and modern systems like Stirling engines, solid oxide fuel cells, 
and polymer electrolyte fuel cells are slowly penetrating the CHP market. Any of these 
options can be chosen to meet diverse demands and limitations depending on the 
application scenario. This is especially true for cases with restrictions on regional 
emissions, noise regulations, or installation procedure. Gas turbines and steam turbines 
systems ranging from several hundred kilowatts to several hundred megawatts have 
been in operation in industries and other commercial applications for several decades. 
Recently, micro-turbines ranging from 30 to 400 kWel and combustion engines ranging 
from 5 to 20 kWel are serving building applications. Discussions based on theoretical and 
experimental analysis of trigeneration systems with different prime movers from an 
energetic, exergetic, economic, environmental or integrated point of view can be found 
in the literature (Jradi and Riffat, 2014; Liu et al., 2014).  

Chillers: CCHP systems have either thermally, electrically, or mechanically driven 
chillers. Thermally driven chillers are principally used in trigeneration systems but 
sometimes mass-produced electric chillers are also installed as peak load components to 
reduce the initial investment costs of the system and to achieve a higher electrical cooling 
to cool load ratio (Angrisani et al., 2012; M. Liu et al., 2013). Most electric chillers are 
based on the vapour-compression cycle and can be operated as reversible heat pumps. 
The main types of thermally driven chillers are closed cycle-absorption or adsorption 
based and open cycle-desiccant dehumidifiers. The choice of the chillers primarily 
depends on the temperature range of the driving heat. Absorption chillers using high-
temperature waste heat from combustion turbines are the most established in industry. 
However, in the past decade, adsorption chillers are gaining much attention due to their 
ability to use low-temperature driving heat and using only water as the refrigerant. 
Adsorption working pairs like silica gel-water, zeolite-water, and activated  
carbon-methanol with ca. 15 kWth cooling capacity are available on the market. They can 
use the low-temperature driving heat (60 to 90 °C) from micro-scale CHPs or rooftop 
solar thermal systems and are practical for smaller buildings. In addition, the typical 
chilled water output temperature of adsorption chillers is between 12 to 16 °C and can 
be used effectively in HVAC systems like thermally activated building systems (TABS) or 
radiant floor cooling. Further information on the working principle and operating 
characteristics of these chillers is available in the literature (Chua et al., 2013; Núñez, 
2010; Zhai and Wang, 2009). 

Storage: Thermal or electrical storages are integrated in CCHP plants to balance 
production-demand mismatches, extend operational hours of a CHP and aid in reducing 
CO2 emissions. Depending upon the application and load-scenario, the storages could be 
thermal, electro-chemical, or mechanical. In building technologies, the most common are 
water storage tanks and in micro-grids stationary battery packs are used as  



2-State-of-Art and Scope 

8 

electro-chemical storages. In the near future, a greater number of electric vehicles may 
also be integrated into micro-grids for use as storage systems. It has been shown that 
storage provides an additional degree of freedom in optimal scheduling problems and 
helps alleviate the negative effects of variability in energy demands and fluctuating 
renewable energy generation (Cole et al., 2012; Zhao et al., 2015). 

Back-up technology: Another classification of CCHPs is the type of back-up used to 
cover the peak electrical or thermal loads. Peak cooling loads are satisfied by installing 
conventional chillers and peak heating loads are generally covered with back-up boilers 
or electric heating coils. Back-up systems are either connected to the storage tanks or 
directly influence the feed-line temperatures of the HVAC distribution circuit. Excess 
electrical loads are mostly satisfied by purchasing electricity from the local grid. 

Sizes (scales): CCHP systems are installed in different sizes (capacities). 
The nomenclature for their size-based classification varies in different parts of the world 
but in the German context, micro-scale systems are between 1-15 kWel, small-scale are 
16-50 kWel, medium-scale are 51-2000 kWel, and bigger capacities are considered  
large-scale (Seifert, 2013). Micro-scale and small-scale systems together are sometimes 
called mini-scale and are estimated to reach a production of ca. 3 TWhel per annum by 
2030 in Germany (Seifert et al., 2015). CCHP systems are frequently deployed in 
medium-scale applications in small industries and commercial complexes with gas 
turbines or engines as prime movers and absorption based thermal chillers. Large-scale 
systems are ideal for bigger industries or university campuses and residential districts. 
However, in the past decade small-scale and micro-scale systems have attracted 
considerable interest especially in terms of grid flexibility and demand side management 
for buildings having less cooling load. Combustion engines and fuel cells are typical 
prime movers in this scale. The intersection technology between novel decentralised 
energy systems (on-site renewable energy systems) and conventional CCHP (large-scale 
centralized cogeneration units) mostly lies in the range of relatively small capacity 
distributed CCHP units with advanced prime mover and thermally activated 
technologies. 

Designers or planners of such plants meticulously select the type of technologies and 
size of components based on various factors like fuel available at the location, load and 
temperature profiles of the HVAC distribution components, subsidiary policies etc.  
A standard procedure for sizing the components is based on the load duration curve and 
type of operation modes such as monovalent or bivalent operation. In monovalent 
operation, a single component provides the required thermal energy in all possible 
operating states. In bivalent operation, either two or more components cover the entire 
thermal load in alternative modes or by running in parallel. 

2.3 Conventional control of trigeneration systems 

For any application scenario and configuration of the trigeneration system, the 
operation strategy is a critical factor governing the system’s overall performance. 
Typical control strategies in the building sector are shown in Fig. 2-3.  
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The two main types of configurations are the full load matching (FLM) and the base load 
matching (BLM). The selection is done during the planning phase of the system because 
this influences the size of the CHP unit. Based on the type of configuration the two main 
control strategies are the following electrical load (FEL) and following thermal load 
(FTL) modes.  

FLM-FEL strategy: The CHP is designed and operated such that it generates all the 
electricity needed to satisfy the electrical demand of the building, including that of the 
compression chiller and other auxiliary equipment. The waste heat is used to satisfy all 
or part of the building’s thermal load or is used to drive a thermal chiller. If necessary, 
the peak heating loads are satisfied with a back-up boiler that is typically controlled 
using a hysteresis dead-band controller to maintain a set tank-temperature. In contrast, 
excess heat is discarded to the environment through cooling towers or open-air cooling 
tanks. This control strategy is mostly applied in island systems since no connection to 
the grid is mandatory and is sometimes called electrical demand management. 
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BLM-FEL strategy: Unlike the previous strategy, here the CHP is designed and operated 
to cover only a part of the entire electrical load and the remaining is covered through 
back-up systems. In this control strategy, the CHP operates more often under full-load 
conditions as it covers the base load. The heating and cooling loads are satisfied by the 
CHP and back-up boilers operating either in parallel or alternatively. In current 
developments, this strategy integrates PV or other renewable systems in combination 
with battery storages as back-up for electrical loads forming the platform for a micro-
grid. 

FLM-FTL strategy: Under this operating strategy, the CHP alone satisfies the building’s 
complete heating load including the driving heat requirement of the thermal chillers. 
Accordingly, the chillers can completely satisfy the cooling load. Thus, the CCHP system 
is self-sufficient in terms of the thermal demand and the electricity demand is satisfied 
either completely or partly by the cogeneration unit. Excess electricity is ingested back 
into the grid or shortage of electricity is bought from the grid. This option might not be 
available in all scenarios and accordingly other arrangements like battery storages are 
made. Since the focus of this strategy is on thermal loads it is also sometimes called the 
thermal demand management. 

BLM-FTL strategy: Contrary to the previous control strategy, here the CHP satisfies 
only a part of the entire heating load and the remaining is covered by back-up systems 
like boilers or heating coils. Sometimes in modern micro-grids, a reversible heat pump is 
installed as back-up system to increase the system’s flexibility for interaction with the 
grid. Most conventional CCHP systems in buildings are operated using this strategy as 
various operating modes are possible. 

The BLM-FTL is chosen as the conventional control strategy in this work and is 
compared with the optimal controller. It is often deployed in standard plants and gives 
the possibility to analyse the operation of a CCHP system that uses different types of 
components. The components are operated alternatively due to the type of hydraulic 
connections in the lab that limit the operation of all heating (cooling) components 
simultaneously (Further details in Section 4.1 and Appendix B.4). 

A comprehensive explanation of the conventional design process and control 
strategies is given in the works of Badea et al. (Badea, 2014). These conventional 
strategies may not produce the best possible operation of the system and can lead to 
considerable wastage of energy (M. Liu et al., 2013; P. Liu et al., 2013). Economically 
optimal conditions are dependent not only on the load demand but also on fuel prices 
and electricity prices. Additionally, information on the weather forecasts or predictive 
usage of storage capacities should be included in a system-wide control strategy 
(Cho et al., 2014). Thus, optimal operation strategy of a CCHP could be effective when it 
uses mathematical models and optimisation techniques, with the objective of minimising 
costs, energy consumption, and/or emissions. 
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2.4 Optimisation of trigeneration systems 

In recent years the focus of the research community working with trigeneration 
systems has shifted from experimental analysis of such systems and their components 
to the optimisation of these systems (Andiappan, 2017; P. Liu et al., 2013; Rong and Su, 
2017). Mathematical algorithms are applied in optimisation of trigeneration systems 
mainly in the following three scenarios (Andiappan, 2017): 

Synthesis of the system: For selection of the different technologies in the plant. To plan 
and configure a CCHP system especially in a micro-grid is extremely complex because of 
the various factors affecting its techno-commercial performance such as demand for 
multiple energies, operating strategies, efficiencies of components and variations in fuel 
and electricity prices. Often linear optimisation problems using investment costs, 
regulatory policies and multiple energy balancing capabilities are solved at this level.  

Design of the system: Further technical details such as component sizes and 
operational limits are considered and minimisation of investment and operational costs, 
energy usage, and/or net emissions is targeted.  

Real-time operation: This involves the scheduling of the components and calculating 
the optimal set-points for circuit temperatures or volume flows of the plant equipment. 

The optimisation of a plant’s real-time operation is highly relevant from an 
engineering implementation perspective. A direct comparison with conventional control 
of a predesigned plant using standard industrial components is possible and the 
potential gains of an optimal controller like MPC in a retrofit scenario can be assessed. 
Furthermore, the adaptation of results from a retrofit scenario to a green-field scenario 
can be a more practical approach. Hence, the emphasis in this work is on development 
and demonstration of MPC for economic scheduling of a trigeneration plant.  

The state-of-art in this field was established though a sophisticated analysis of the 
literature published between 2005 to 2020. The focus was on the field of MPC for 
building energy plants, optimisation of trigeneration systems, optimal scheduling, or 
economic dispatch of energy systems. The results of this analysis are presented in the 
radar-chart in Fig. 2-4 and the complete table with the literature for this analysis is in the 
Appendix A. 
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Fig. 2-4 Analysis of the literature available on optimisation for operation of trigeneration systems 
(33 references out of a total 133 references matched the analysis criteria for further investigation) 

Majority of the work in operation optimisation or optimal control of trigeneration 
systems is performed in a simulation environment. The focus of the simulation studies is 
to demonstrate the theoretical potential of optimal control for stand-alone or grid-
connected CCHP systems. Mixed integer linear problems (MILP) or other optimisation 
algorithms like genetic algorithms and quadratic programming are often used for this 
purpose. These methods are suitable for studies limited to simulation because tracking 
the exact interactions between components and their performance curves, which are 
often nonlinear, are not as critical as when working with real components. Also, a well 
formulated MILP and quadratic programming problem often reaches a global optimum 
owing to convexity of linear constraints and can be solved with extremely fast and 
effective commercially available software (Urbanucci, 2018). The need to simplify the 
optimisation problem for these complex systems is reflected in the number of studies 
using no storage tanks or mixed storage tanks. Due to the popularity of medium-scale 
and large-scale CCHPs more studies are done with such systems and they typically 
deploy absorption-based chillers and/or electric chillers. 

On the other hand, a less tackled field of research is the experimental demonstration 
of optimal control or MPC based strategies for building energy source side (scheduling) 
in comparison to control of distribution equipment (Bruni et al., 2015). This gap is also 
identified in works that establish the need for a real-time supervisory controller using 
optimisation in conjunction with MPC (Jradi and Riffat, 2014; Rong and Su, 2017). 
Resulting from the lack of experimental demonstrations there are fewer studies with  
mixed integer nonlinear problems (MINLP) and stratified tank models. These would be 
otherwise consequential to represent the nonlinear dynamics of the components and 
tracking the temperature distribution of the stratified storage tank which is often a 
system-state or a decision variable of the optimisation problem (Urbanucci, 2018). 
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The deployment of micro-scale and small-scale CCHPs in micro-grids and zero energy 
buildings is a relatively new concept with fewer research projects and ensuing from this, 
is the absence of research on adsorption chillers as their efficiency and applicability is 
primarily established only on these scales (Zhai and Wang, 2009). 

2.5 Modelling of trigeneration systems 

Mathematical models of the components form the corner stone of the MPC framework.  
Accuracy (model value) and complexity (model cost) are two of their most important 
traits and a correct balance has to be found between these traits. As stated in the 
literature, this is often a field of science in its own right and the decision on the 
complexity of the model must be made by the developers based on the intended 
application scenario of the models (Trčka and Hensen, 2010; Whiten, 2013). A rise in 
complexity must justify the value of the model as it increases the cost of the model.  

Literature research of existing models was done with a special focus on the main 
components in this work. These are a silica gel-water adsorption chiller (AdC), a fuel oil 
combined heating and power unit (CHP), fan based dry-cooled outdoor coil (OC),  
air-water-electric reversible heat pump (RHP), and water based hot and cold thermal 
energy storages (HTES/CTES). The primary search was for models already applied in the 
field of optimisation of trigeneration systems and this was done using keywords such as 
“Optimisation of Trigeneration/CCHP”, “CCHP Models”, and “CCHP/Trigeneration MPC”. 
For components like AdC and OC further investigation was necessary due to lack of 
models with the above keywords and specific keywords such as “Models for HVAC 
simulation and control”, “Adsorption chiller models”, and “Cooling tower models” were 
used. The key online searches were done using Mendeley, Science Direct, and Google 
Scholar. Some of the models were part of published libraries or software packages such 
as TRNSYS, EnergyPlus, HVACSIM+, or Modelica Building Systems.  

A selected cross-section of papers is shown in Table 2-1 where the models are sorted 
according to different factors for identifying approaches that could be adapted in this 
work.  

Firstly, the technology of the component used in the study is identified. The models 
are then classified based on their methodology and class. Both linear and nonlinear 
models as ordinary differential equations (ODE) or differential algebraic equations 
(DAE) with varying level of details and applications are found in the literature.  

Another important classification is between scientific law based (e.g. physics or 
chemistry) white-box models, data driven black-box models or a mixture of both as  
grey-box models. These are summarised in Fig. 2-5. In white-box or forward approach, 
the relationships between model input, output, and parameters are derived using laws 
of physics or chemistry and a detailed calculation of the thermodynamic or  
electro-chemical processes for individual parts of a machine is done. In black-box or 
inverse approach, large sets of system performance data under varying operational 
modes or special tests are evaluated to establish input-output relationships. 
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In grey-box modelling, either the first law of thermodynamics and the principle of mass 
and energy balance are applied for developing the mathematical structure of the models 
and any missing variables are quantified through data fitting methods, or a black-box 
model frame is used and mathematical constraints are placed on model parameters and 
variables (Sohlberg, 2003).  

Grey-box methodology is a compromise between white-box models and black-box 
models and can provide good generalisation capabilities while maintaining a high level 
of accuracy (Afram and Janabi-Sharifi, 2015a; Bohlin, 1994). These models are also 
robust to disturbances, have auto-tuning capabilities, and need fewer assumptions to 
set-up. This is an advantage over data-driven algorithms like artificial neural networks 
for developing black-box models, showing promising results but having limitations on 
generalisation capabilities and less robustness to disturbances (Afram and Janabi-
Sharifi, 2015b).  

Further in Table 2-1, the main outputs of the model are identified and compared with 
the outputs necessary for MPC based scheduling of the trigeneration system in this work. 
The size (scope) and complexity of the model is expressed in terms of the system states, 
parameters, and number of curve fits needed to simulate the component and its 
interactions (Trčka and Hensen, 2010). Finally, the models are analysed for their 
application e.g. for real-time optimal control or in-depth component level simulation by 
studying the model objective and validation status. 

 

Fig. 2-5 Classes in HVAC modelling 

For the AdC, simulation models were already developed in the 1980s and their 
modifications have been used recently. The focus of these models is to simulate the 
machine’s performance for varying inlet temperatures or varying switching and cycle 
times. The newer studies include the internal controllers responsible for switching the 
adsorption-desorption cycles between two chambers for continuous cooling operation. 
These models display the periodic behaviour of the AdC and are quantitatively validated.  
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The theoretical approach of these models is to use the linear driving force (LDF) kinetic 
equation for the adsorption-desorption rate, modelling of heat exchangers and 
thermodynamic mass and energy balance. Simplified models using linear energy balance 
or curve fits for the coefficient of performance (COP) as a function of the part-load ratio 
have also been developed recently. These are specifically for the purpose of system-wide 
optimal control of trigeneration systems using AdCs. 

For the CHP, simulation models for different technologies such as gas turbines or 
combustion engines applied in optimal control studies are available. These are mostly 
static black-box or grey -box models. A few dynamic models also exist that either use a 
step-response analysis or do an energy conversion and heat transfer calculation from the 
fuel to the engine block and then cooling system. In most cases, only a visual validation 
of these models is available under the assumption that visual accuracy is sufficient for 
application in MPC. 

For the OC, which is principally a dry-cooling tower with variable-speed fan motors, 
validated simulation models exist in the literature. Based mostly on the Merkel’s theory, 
the recent models also use the number of transfer unit – effectiveness method that is 
analogous to heat exchanger modelling. These models are static and highly nonlinear. 
In combination with the fan laws, the power consumption of the fan motors is also 
calculated.  

For the RHP, static grey-box and black-box models are often applied in optimal control 
problems. A few dynamic models employing mass and energy balance over the internal 
components of a vapour-compression chiller (evaporator, condenser, expansion valve, 
and compressor) are used for detailed simulation of the transient behaviour of the 
machine and its part-load operation. Most of the validated models calculate the cooling 
power, power input and circuit temperatures.  

For the HTES/CTES, 1-dimensional and 2-dimensional stratified tank models are 
available with different levels of accuracy and complexity. The application of these 
models is mostly in simulation of building HVAC systems to depict the temperature 
distribution in the tanks. For application in optimisation problems a mixed tank model 
is often used as observed in the previous sections (cf. Fig. 2-4)
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2.6 Summary and outlook 

The review of scientific journals, project reports, and brochures in this chapter 
concluded that trigeneration systems are capable of: (a) facilitating the development of 
micro-grids, (b) covering a major part of the cooling requirement, and (c) reducing 
primary energy consumption. Additionally, theoretical studies in the field of optimal 
control of these systems presented a high potential for their economic and energy 
efficient operation. Despite that, the experimental demonstration and comparison of 
optimal control with conventional control for scheduling of CCHPs using standard 
industrial components and practices were identified as gaps in this field of research. This 
was noticed especially for micro-scale systems deploying stratified tanks and adsorption 
chillers. 

Analysis of previous literature also revealed the multitude of existing models that 
were classified as per their methodologies, complexity, and objectives. With this regard, 
the shortlisted literature is analysed further in this dissertation to filter out the best 
approaches for developing control-oriented component models.  

The scope of this work is fixed within the vast field of HVAC systems research to the 
development and demonstration of an MPC based supervisory controller for the 
generation side of a building HVAC system, also referred to as optimal scheduling of the 
primary HVAC equipment. The emphasis being on engineering-oriented methodologies 
that support generalisation and execution in practice while facilitating a closest-possible 
comparison to conventional control techniques. 

However, before proceeding further with developing and implementing the MPC 
within the building automation and control system, the basic concepts of these tools and 
technologies are clarified in the next chapter.
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3 MPC in Building Automation and Control 

The need for practical implementation of MPC for scheduling of CCHPs was recognised 
in the previous chapter. MPC is a collection of control techniques that merge optimisation 
tools, forecast data, and physical constraints. The different factors affecting its 
performance as a supervisory controller in a building automation and control system are 
studied in this chapter. The sought-after characteristics of control-oriented models in 
real-world applications are highlighted and mathematical concepts used in this work are 
introduced. The theoretical explanation is based on textbook material, technical 
standards, and scientific publications on optimal control and numerical optimisation. 

3.1 Building automation and control 

The central management, monitoring, and optimisation of building technology for 
achieving a well-matched interaction of the architecture, HVAC equipment, indoor 
comfort, and safety is described as building automation and control (BAC).  
Complex interactions of electrical and mechanical plants in large non-residential 
buildings are commonly monitored and controlled using BAC systems for improving the 
building performance and energy efficiency. In standard practice, the BAC system is 
divided into three levels (as seen in Fig. 3-1) with different equipment at each level and 
industrial communication protocols for data transfer between them.  

 

Fig. 3-1 Three levels of a hierarchical BAC system: (1) Management level, (2) Automation level, and (3) 
Field level1 

                                                                    

1Reprinted/adapted by permission from Siemens Schweiz AG, Building Technologies Division: HLK-Grundlagen 
Broschüren/Seminare, “Introduction to Building Technology”, 2016 
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(1) Management level: A central computer is used for monitoring and synchronising 
the operation of the lower levels and in some cases coordination with management level 
of other plants. It runs a supervisory controller, which typically, provides set-points to 
the lower level controller and switches plant groups following a scheduling program. 
The scheduling program could be either a rule-based method, a performance map-based 
method, or an optimal control approach that yields reduction in energy consumption 
while simultaneously tracking thermal comfort. Exchange of data/information with third 
party systems, e.g. cloud-based databases, also occurs on the management level.  

(2) Automation level: Open and closed loop controllers operate the plant at set-points 
received from the management level. These lower level controllers can operate the plant 
independently using conventional control strategies if the supervisory controller fails. In 
addition to measurement and control, the other tasks for automation are switching, 
visualisation, counting, and monitoring. Typical hardware on this level is a 
programmable logic controller (PLC), modular input/output devices (I/O modules), 
relay switches, potentiometers, and electrical safety components amongst others.  
These are normally located in the control panel of the plant that is easily accessible to 
the operator. Binary signals are processed and transmitted to the management level 
directly, while analogue signals are converted into digital signals before transmission.  

(3) Field level: The process variables (temperatures, volume flow etc.) are measured 
via sensors, while the positioning of valves, dampers, and switching of components is 
completed via actuators. The sensor data are transmitted to the automation level as 
feedback signal to indicate the status of the system including monitoring equipment.  
At the field level, it is possible to control individual zones of a building using equipment 
such as radiator valves, fan coil units, mixing dampers etc. 

One of the major technical challenges is establishing the BAC network for transfer of 
data/information, both intra- and inter-level and with other external systems. 
Principally, a system-specific data bus permits exchange either horizontally or vertically, 
with each level operating with the data assigned to that level.  
As per the technical standard on building automation and control VDI 3814, standard 
data bus systems and communication protocols like Modbus, M-Bus or BACnet are used 
for this purpose. They help in transferring data of varying complexity, in integration of 
heterogeneous plants, and in central operation and monitoring. Using existing 
infrastructure (LAN/WAN) and facilitating a flexible installation are both possible due 
to standard communication systems. Depending on the scenario, either a single 
computer combines the operation on the management or automation level or each of 
these levels has a separate computer.  

Optimisation based building energy management systems, are capable of operating 
complex building HVAC systems over a wide range while still satisfying physical 
constraints and thermal comfort (Bruni et al., 2015). When applied specifically for the 
supervisory control and scheduling of the heating and/or cooling plant the energy 
management system is referred to as the energy plant management system (EPMS), 
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energy production plant management (EPPM), or energy production system 
management (EPSM) (Figueiredo and Martins, 2010). 

3.2 MPC basics 

MPC is, “an on-line (process accompanying) optimisation-based control technique 
that optimises a performance index or cost function over a prediction (control) horizon 
by taking advantage of a dynamic nominal process model while accounting for process 
constraints” (Elliott, 2008).  

It originated in the late 1970s and gained popularity for application particularly in 
chemical and process industries. With progress in algorithms and computing power, its 
field of application has extended to robotics and energy (Elliott, 2008). The term MPC 
covers control strategies that have a typical structure comprising of prediction model, 
objective function, prediction horizon, and constraints. The advantages of MPC have 
been summarised in the literature as follows (Afram and Janabi-Sharifi, 2014a; Camacho 
and Bordons, 2007; Gu et al., 2014): 

• variety of processes with dynamics ranging from simple to more complex ones can 
be controlled using a similar framework, 
• integration of a system model and disturbance model allows for anticipatory control 

rather than reactive control, leaving room for a wide range of operating conditions, 
• depending on the scenario, multiple control objectives such as energy conservation 

or reduction of control effort can be followed simultaneously due to the usage of a 
cost function,  
• treatment of constraints and uncertainties (weather and load forecasts) is 

conceptually simple and the number of physical constraints can be extended easily 
during the design process when the framework already exists,  
• slow-moving processes with delays can be effectively controlled, 
• multivariable cases can be handled, making it suitable for multiple-input multiple-

output systems, 
• application in a hierarchical building automation and control is possible at both 

supervisory and local levels,  
• experienced plant operators with limited exposure to control theory can still 

contribute in designing and tuning the controller due to its intuitive concepts, 
• improvement in computing power and advancement of optimisation algorithms can 

be exploited, 
• information on future references can be exploited more effectively compared to 

conventional controllers,  
• adding new constraints and parameters to an existing MPC formulation can be less 

time-consuming compared to editing the control logic of an existing rule-based 
reference controller, 
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• it is possible to deploy MPC in both green-field and retrofit scenarios especially when 
machine learning algorithms are implemented for online parameterisation of the 
models and develop a generalizable controller. 

On the other hand, the disadvantages or challenges faced in MPC application are listed 
below: 

• computation hardware capable of running the (often demanding) optimisation 
solvers should be available,  
• longer computation times especially in presence of constraints and complex process 

dynamics considerably limits the type of processes to which it can be applied, 
• ensuring real-time operation may need excessive simplification of the numerical 

problem and implementing suboptimal solutions which may not always be justified, 
• stability and robustness analysis of the control loop is still an active field of academic 

research and the results can only be applied to very small processes,  
• in case of nonstandard scenarios, computer programming and system modelling 

expertise is necessary due to lack of directly applicable industrial software packages.  

A block diagram for possible MPC implementation on a plant is shown in Fig. 3-2. 

 

Fig. 3-2 Block diagram of a MPC control loop with solid arrows representing flow of input/output 
information and dashed lines representing mathematical constituents of the optimiser 

At a given sampling time, a process model predicts the outputs of a plant based on its 
past inputs, past outputs, and future inputs over the entire prediction horizon. The 
predicted output is compared to a reference trajectory generating a vector of future 
errors. The optimiser uses this information to generate an optimal solution or optimal 
control vector that minimises a cost function in presence of disturbances and constraints 
over the prediction horizon. Only the first element for each corresponding manipulated 
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variable from the entire control vector is supplied to the plant as the control signal.  
The control loop repeats at sampling intervals including the time needed for solving the 
algorithm. Thus, it is important to find fast solutions within a small part of the sampling 
time length. The new loop uses updated measurements as past outputs and past inputs, 
the optimal control vector as future inputs, and a new prediction horizon shifted by the 
sampling time length. Only at the first sampling instance, the problem is initialised with 
apriori initial control signals to calculate the initial states for the MPC.  

The repetitive nature of the MPC loop and the logic behind its denotation as receding 
horizon control is expressed in Fig. 3-3, with, 

• 𝑘 − discrete variable referring to a specific sampling instance,  
• 𝑁𝑢 − control horizon, 
• 𝑁𝑝 − prediction horizon. 

The current state of the controlled variable and its predicted output under the 
influence of the manipulated variable over the control and prediction horizons is seen in 
both figures. For this example, an 𝑁𝑢 equivalent to 6 time-steps and 𝑁𝑝 equivalent to 10 

time-steps is taken. The reference set-point for the controlled variable is fixed at 100.  

In the top figure, at instant 𝑘 = 0, the MPC generates an optimal control vector 
(comprising of the manipulated variable values) for 10 time-steps in the future with 
values for the manipulated variable 𝑢 changing for 6 time-steps before being constant 
for the remaining 4 steps. The value of the manipulated variable 𝑢(𝑘0) = 3 is applied for 
the duration of one time-step i.e. the duration of one sampling instance or sampling time, 
after which the above process is iterated and the horizons are shifted forward by one 
sampling time as shown in the bottom figure. The new control vector in the bottom figure 
is clearly different from the above figure to accommodate for disturbances, prediction 
inaccuracies, or uncertainties in the system over the previous sampling time. 
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Fig. 3-3 The receding horizon scheme with a displacement by one time-step in the bottom figure 

The receding horizon strategy, where at each instant only the first element of the 
control signal vector is applied while a new control signal is generated at the next time 
instant is the main difference between MPC and open-loop optimal control. This strategy 
is able to reduce a system’s sensitivity to uncertainties and model mismatch and is often 
implemented in MPC formulations. The horizons, characteristics of the objective 
function, and the penalties on the errors and control actions play a significant role in any 
MPC implementation. These aspects are discussed in the next sections especially in the 
context of BAC. 

3.3 Application of MPC in an energy plant management system (EPMS) 

The application of MPC in an EPMS can be derived from the basic principle of MPC for 
buildings as shown in Fig. 3-4 (Široký et al., 2011). Time-varying parameters for the MPC 
problem are extracted from databases, internet back-end services, or forecast models. 
Energy prices are typically used in the cost function for reduction in demand-related 
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costs whereas the weather and load forecasts are used by the system models.  
Comfort criteria for the building users or physical aspects of the components are 
formulated as constraints of the MPC problem. The models, cost function, and constraints 
are formulated into an optimisation problem that generates a control signal for the 
energy plant at each sampling instance. The control signal could be an optimal schedule 
(on-off time series) for the energy plant’s primary components like cogeneration and 
heat pumps or set-points for the secondary equipment like fan-coil speed, damper rates, 
and pump speeds. The real-time weather and load requirement (occupancy, production 
schedule or human influences) that physically affect the system states and could deviate 
from the forecast values are referred to as disturbances. The energy plant operates for 
one time-step with the latest control signal and the effect of such disturbances is 
captured in the next iteration when instantaneous measurements of the system states 
are sent back to the MPC loop.  

 

Fig. 3-4 MPC application in supervisory control of an energy plant. 

Multiple MPC-typologies for supervisory control of a variety of processes are reported 
in the literature (Serale et al., 2018). When the uncertainties are unknown but bounded 
and the calculated control strategy maintains stability and performance specification for 
all possible variations then a robust-MPC is formed. Alternatively, if the disturbances and 
constraints are included as random variables with a given probability distribution and a 
stochastic dynamical model of the process is used to predict all possible output scenarios, 
then a stochastic-MPC is developed. Depending on the application scenario, the MPC 
control law might be solved in real-time using implicit-MPC techniques or offline 
programming algorithms could be applied to provide a lookup table as the control law 
using explicit-MPC techniques. Explicit-MPC can be applied when small sample times are 
needed or the computing power is limited. 
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 Models for MPC based EPMS 

Models form the consequential building block of an energy plant MPC as they 
mathematically connect the power consumption, system states, and consumption-
related costs. Their development and parameterisation is often the most 
time-consuming and challenging part of the MPC formulation. 

The three categories of models for an MPC based EPMS are: 

• detailed simulation model of the building and energy plant, in case the scenario 
demands a closed loop simulation before applying the controls to a real system or in 
absence of a real system, 
• forecast models for the uncontrollable disturbances such as weather or energy price 

that may affect the output of the system or the optimiser, 
• control-oriented models for the plant components. 

Various models in the above categories can also be classified into white-box, black-box 
or grey-box models (cf. Chapter 2.5 ) and are of interest to both industry and academia 
to simulate on their application-specific detail level.  

In the first category, comprehensive component models in libraries such as 
EnergyPlus, TRNSYS, CARNOT ToolBox, and ESP-r (Afram and Janabi-Sharifi, 2014b) can 
be used to develop simulation models of a system and analyse the performance of a 
controller. However, it is unlikely for these models to be used for development of optimal 
control due to their computation efforts and nontrivial identification processes.  

In the second category, forecast models are often used for the following disturbances 
in EPMS: 

• weather conditions, 
• occupancy conditions, 
• energy grid information. 

For design optimisation problems, commonly available data sets such as 
representative meteorological year and standard load duration curves for building 
demand and occupation patterns are used. However, for real-time applications, a more 
accurate representation of the disturbances is achieved by using online or offline 
forecast models. Online forecasts often use an application programming interface (API) 
to back-end services, mostly running their own complex prediction algorithms. Offline 
prediction methods use data collected onsite and can involve complex statistical 
approaches to forecast the disturbances for a particular scenario. In most cases, the 
output of the above models is integrated into the dynamic building model and their 
impact on the system response is directly captured. 

Regarding the third category of models in controller development, artificial neural 
network tools are most prominent amongst black-box approaches and are widely 
researched in the academic field. Even so, limitations are foreseen in their practical 
application due to the large amount of data needed for training these models and the 
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operation of the systems outside of that training range (Afram and Janabi-Sharifi, 
2015b). 

Simplified physical models and grey-box models have shown significant potential for 
control-oriented modelling of HVAC primary and secondary equipment (Wang and Ma, 
2008). Grey-box models may show only sufficient accuracy compared to the high 
accuracy of black-box models but they have higher generalisation capability due to their 
physics based structure (Afram and Janabi-Sharifi, 2015b). For example, the  
resistance-capacitance electrical network analogy or constrained transfer function 
approach is often used for modelling the thermodynamics of a building zone, where  
real-time measurements from the BAC can be used for parameterisation of the models.  

In terms of system theory and control engineering, most controllable dynamical 
systems with outputs can be represented (approximately) in their ODE form as shown 
in (3.1) and (3.2) (Diehl, 2014a). 𝒙(𝑡) ∈  𝕏 ⊆ ℝ𝑛𝑥  is the state vector, 𝑛𝑥 is the number of 
states, and set 𝕏 denotes the set of admissible states. �̇�(𝑡) is the time derivative of the 
state. 𝒖(𝑡) ∈  𝕌 ⊆ ℝ𝑛𝑢  is the vector of all manipulated variables and 𝒚(𝑡) ∈  𝕐 ⊆ ℝ𝑛𝑦  is 
the vector of system outputs where 𝑛𝑢 is the number of inputs or controls and 𝑛𝑦 is the 

number of outputs. For 𝑡 ∈ [𝑡0, 𝑡f]:  

 �̇�(𝑡) = 𝑓(𝒙(𝑡), 𝒖(𝑡)) (3.1) 

 𝒚(𝑡) = 𝑔(𝒙(𝑡), 𝒖(𝑡)) (3.2) 

The functions 𝑓: ℝ𝑛𝑥 × 𝑛𝑢 →  ℝ𝑛𝑥  and 𝑔: ℝ𝑛𝑥 × 𝑛𝑢 →  ℝ𝑛𝑦  establish the mathematical 
relation between the system states, controls, and outputs.  

(3.3) and (3.4) show the state-space formulation of a continuous linear time invariant 
(LTI) system under the assumption that the process could be sufficiently simulated with 
a linear model or by linearization around a steady state of the nonlinear model (Diehl, 
2019). This formulation is frequently used in control and automation for system analysis 
and controller design (Felsmann, 2002). 𝑨 ∈  ℝ𝑛𝑥 × 𝑛𝑥  and 𝑩 ∈  ℝ𝑛𝑥 × 𝑛𝑢 are the state 
matrix and control matrix respectively, whereas 𝑪 ∈  ℝ𝑛𝑦 × 𝑛𝑥 and 𝑫 ∈  ℝ𝑛𝑦 × 𝑛𝑢  are the 
output and disturbance matrices respectively. 

 �̇�(𝑡) = 𝑨𝒙(𝑡) + 𝑩𝒖(𝑡) (3.3) 

 𝒚(𝑡) = 𝑪𝒙(𝑡) + 𝑫𝒖(𝑡) (3.4) 

The ability of models to describe the system behaviour with adequate accuracy and 
computation speed over the length of the prediction horizon greatly influences the 
quality (stability & practicality) of the controller. For instance, in a practical application 
the solution time of the MPC problem should be far less than the sample time length.  
The following characteristics are sought-after in the models to be applied in an EPMS  
(Fig. 3-5) (Sawant et al., 2020a). 
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Fig. 3-5 Sought-after characteristics of models for MPC based energy plant management system (EPMS) 

1a. Capture dynamic characteristics: When working with actual components, a switch 
from one operating point to another often has a dynamic effect on the system states, and 
should be included in the component models for improving their controllability 
(Afram and Janabi-Sharifi, 2015a; Zhou et al., 2013). For example, limitations of 
following an entirely static modelling approach are reported in the literature due to their 
excessive parameterisation-data requirements and higher inaccuracies especially for 
thermal storage models (Gu et al., 2014). In the context of MPC, if the components exhibit 
slow dynamic behaviours and settling times much longer than the sampling time 
interval, then this behaviour should be simulated accordingly. 

1b. Capture part-load behaviour / internal control logic: If the components operate at 
lower efficiencies under part-load or have an internal control logic that uses low-level 
controllers to improve their performance under part-load, then the appropriate output 
should be simulated by their models. This increases the model’s accuracy and suitability 
for controller design both on the local and supervisory level. 

1c. Practical parameterisation capabilities: The basis for modelling the components 
should allow practical parameterisation of the components. This includes parameters 
that are promptly available from data sheets, can be collected during the commissioning 
phase of the plant, or are based on data that is collected in standard monitoring practices.  

For example, regression-based models should not use data for fitting the parameters 
that needs specialised instrumentation or disassembly of the components. Practical 
parameterisation capabilities reduce the need for component-data measured inside a 
machine or in other inaccessible locations and usually lower the set-up and computation 
time (Jin and Spitler, 2002). They also facilitate the application of MPC in both retrofit 
and green-field scenarios. However, when sufficient catalogue data is not available or 
unexpected operational ranges are simulated then an extrapolation of empirical models 
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can lead to inaccuracies. Semi-empirical models are preferred in this case due to their 
ability for operation outside the fitting range (Lemort et al., 2009). 

1d. Adaptability to component design: The constructional design of a component might 
strongly influence its performance and interoperability. The models of such components 
should have the ability to adapt to the type of design.  

For instance, the height at which water enters and leaves a storage tank depends on 
its hydraulic connections, or the type of heat transfer depends on the heat exchanger 
installed in the tank. 

2a. Lower complexity: Chandan et al. denoted the unsuitability of detailed HVAC 
simulation models for direct use in an MPC structure due to their large computation 
times and challenges in parameterisation (Chandan et al., 2012). For instance, a higher 
order model increases its complexity but does not necessarily fit the data better and may 
lead to over-fitting the training data (Afram and Janabi-Sharifi, 2015b).  
If no significant benefit is gained by increasing the model order, then a lower order model 
should be selected. Another example is the number of system states. With each new state 
and control the size of the entire optimisation problem increases by a factor of the total 
number of sampling intervals over the entire forecast horizon, leading to an expansion 
of the state- and control spaces. The number of states and controls in the component 
models should be limited to only those necessary for calculating outputs relevant for the 
particular optimisation problem. 

2b. Sufficient accuracy: The required accuracy of models depends on the available 
system knowledge and on aspects of the real system that are relevant for 
accomplishment of the simulation objectives. There is no comprehensive guideline on 
model selection and a balance must be found between the model complexity and 
potential error in performance prediction (Trčka and Hensen, 2010). The models needed 
for receding horizon MPC of thermal systems (which typically demonstrate slow 
dynamics) do not need to be of high accuracy as black-box models used for component 
level simulations in design problems. Since MPC gives means to adjust the control and 
react to uncertainties or model mismatch due to the update of system information after 
every sampling time, the models need to predict (only) process variables relevant for the 
plant’s control and safety with sufficient accuracy (Lefort et al., 2013; Široký et al., 2011). 

2c. Continuous differentiability: The models need to be continuously differentiable 
when their application is in gradient-based optimisation methods as described in  
Section 3.3.6 (Biegler, 2010). This can also increase the applicability of more efficient 
solvers that do not have to handle discontinuities (Imsland et al., 2010). For example, 
“If-Else” clauses should not be used to describe the different operation regions or change 
in operational status of machines but alternative strategies should be used for 
approximating such clauses with continuous functions as implemented in Section 4.9.1 
(Beck and Fischer, 1994). 

The models developed for the INES Trigeneration system with the above 
characteristics are discussed in Section 4.4. 
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 Cost function 

A cost function establishes the link between the control actions of a system, the events 
occurring in that system, and the costs of performing those tasks in a mathematical form. 
Often it is a quadratic formulation and aims at minimising the deviation from a reference 
trajectory and the predicted control effort simultaneously. This form is used in a 
tracking-error-MPC. An explicit solution can be obtained for a quadratic cost function if 
the model is linear and there are no constraints on the system (Camacho and Bordons, 
2007). However, in the presence of constraints the solution is often obtained after 
multiple iterations with advanced numerical algorithms. The cost function 𝐽TE 
formulated using (3.5) is a typical cost function for tracking error problems:  

  𝐽TE = ∑ 𝑤𝑟𝑘
∗(𝑟𝑘

𝑁r
𝑘=1 − 𝑟𝑘

∗)² + ∑ 𝑤𝑢𝑘

𝑁u
𝑘=1 𝑢𝑘² (3.5) 

where, 

𝑟𝑘 – kth reference variable in 𝑁r number of variables 

𝑟𝑘
∗ – kth controlled variable in 𝑁r number of variables 

𝑤𝑟𝑘
∗ – weighting coefficient reflecting the relative importance of 𝑟𝑘

∗ 

𝑢𝑘  – kth manipulated variable in 𝑁u number of variables 

𝑤𝑢𝑘
 – weighting coefficient penalising control actions through manipulated variable 

𝑢𝑘  

In theory, a cost function in the form of a Lyapunov function for a closed loop system 
is ideal to increase the control loop’s stability (Ellis et al., 2014). However, stability is 
generally not a critical factor in practical building systems with slow moving dynamics 
(Široký et al., 2011) and different types of cost functions or their combinations are used 
in MPC-based BAC (Afram and Janabi-Sharifi, 2014a). For example: 

• weighted sum of tracking error and control effort, 
• quadratic cost function for tracking the error and control effort, 
• sum of operational costs, 
• sum of the tracking error (e.g. room-temperature control, energy conservation), 
• energy consumption, 
• thermal comfort violation cost. 

The weighting coefficients help to achieve a trade-off between competing objective 
combinations, such as maximising thermal comfort and minimising energy consumption 
or minimising tracking error and control actions simultaneously.  

In some cases, a dynamic cost function is used wherein the magnitude of the weights 
can vary over the prediction horizon depending on the available incentives. Some studies 
combine different types of cost functions for solving two or more MPC problems to 
control different aspects of the complete system. For instance, Lefort et al. proposed a 
hierarchical MPC to combine the slow-moving dynamics of an energy plant scheduling 
problem with the fast-dynamics of room temperature control to reduce the total energy 
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consumption (Lefort et al., 2013). The scheduling problem was solved with a relaxed cost 
function for a large scheduling horizon of 7 hours and scheduling sampling time of  
5 minutes and the temperature control problem was solved with a tracking error cost 
function for a short horizon of 5 minutes and a sampling time of 30 seconds.  

When the MPC scheme uses a continuous economic cost function as shown in (3.6), 
that unifies economic optimisation with process control by applying economically driven 
signals such as operating costs or energy costs then it is referred to as economic-MPC 
(Ellis et al., 2014). The function 𝑙𝑒: ℝ𝑛𝑥 × 𝑛𝑢 →  ℝ is a continuous function that is used as 
a measure of the instantaneous process costs, which depending on the type of process, is 
expressed in monetary or productivity terms. For 𝑡 ∈ [𝑡0, 𝑡f], a typical economic-MPC 
cost function 𝐽EMPC is given as:  

 𝐽EMPC = ∫ 𝑙𝑒(𝒙(𝑡), 𝒖(𝑡))
𝑡f

𝑡0
d𝑡 (3.6) 

It does not have a conventional quadratic form with magnitude of the tracking error 
and control actions but considers the process economics and thus cannot be used as a 
traditional Lyapunov function to prove closed-loop stability (Serale et al., 2018). 

The cost function used in this work for minimisation of consumption-related costs is 
formulated in Chapter 6. 

 Constraints and slacks  

MPC is also referred to as constrained control due to its ability for handling constraints 
placed on the manipulated variables, system states, and equipment characteristics. 
These constraints give the mathematical formulation of an MPC problem an engineering 
perspective as they often have a physical motivation. For example, in HVAC systems, 
constraints can be placed on (a) equipment characteristics e.g. damper rate limits, 
compressor speeds, machine switching, temperature based operation limits, or on  
(b) physical quantities e.g. air-flow, thermal comfort range, tank charge/discharge rates 
and temperatures (Bürger et al., 2017; Elliott, 2008; Henze et al., 2005).  

Such range constraints are often represented as inequalities whereas fixed constraints 
such as storage sizes or thermal capacity of machines are represented as equalities.  
In some studies, a terminal constraint with a terminal weight is also introduced to satisfy 
a particular configuration of the system state like battery state-of-charge or tank 
temperature at the end of the prediction horizon (Ma et al., 2009). 

Although constraints make the solution of an optimisation problem reality-oriented, 
the time needed for the solution of constrained and robust cases can be various orders 
of magnitude higher than unconstrained cases (Camacho and Bordons, 2007).  
Inequality constraints form the so-called path constraints for the optimiser and should 
be relaxed to improve the feasibility of the problem in real-world applications (Serale et 
al., 2018). This can be especially necessary when a problem has both integer and 
continuous control and the solution cannot be obtained by adjusting the continuous 
controls alone.  
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A prominent method is the usage of slack variables to allow constraint violations but 
with a weight or penalty cost in the cost function. Thus, higher the cost of using a slack 
variable, the further the solution of the problem moves towards the hard boundary i.e. 
towards an infeasible region in the optimisation space. However, the advantage of using 
slacks is a higher computational robustness of the problem by avoiding unfeasible 
conditions for the optimiser (Lefort et al., 2013; Široký et al., 2011). 

For instance, the outputs of a system collected in a vector 𝒀 can be restricted between 
minimum and maximum values using the following formulation (Bruni et al., 2015): 

 𝒀𝐦𝐢𝐧 ≤ 𝒀 ≤ 𝒀𝐦𝐚𝐱 (3.7) 

This hard constraint can be relaxed to soft constraints by introducing a vector of slack 
variables 𝒔𝑌 of the same shape as 𝒀 and satisfying (3.8) and (3.9).  

 𝒀 ≤ 𝒀𝐦𝐚𝐱 + 𝒔𝑌 (3.8) 

 𝒀 ≥ 𝒀𝐦𝐢𝐧 − 𝒔𝑌 (3.9) 

where, 𝒔𝑌 ≥ 0, and 𝒔𝑌 ∈  ℝ𝑛𝑌 and is a result of the optimisation. A stage-cost penalty 
(𝒀𝒔 = 𝒔𝑌

T𝑾𝑠𝒔𝑌) is then added to the cost function that helps to achieve a trade-off 
between constraint violation and objective value. 

The detection of such constraints in a system needs operational experience and 
engineering know-how. In practice, operating manuals of the machines and results of 
commissioning tests are analysed to detect any design and operational limits that are 
then formulated as constraints.  

The identification and implementation of constraints with respect to this work is 
discussed in Chapter 4 and Chapter 6 in further detail. 

 Horizons 

The three main horizons for an MPC problem are: 

• prediction horizon – length of time for which the system output is computed, 
• control horizon – length of time for which the control vector is computed,  
• control sampling time or control time-step – length of time during which the control 

signal remains unchanged or length of time after which MPC loop is repeated.  

The selection of the horizon is fundamental for a practical MPC implementation and is 
influenced by the controlled system’s characteristics like time constants and dynamics. 
Longer prediction horizons give more forecast data or information to the optimiser but 
may not lead to additional benefits because the accuracy of forecasts inherently worsens 
over the horizon, and so does the quality of the solution due to model mismatch and 
uncertainties. On the other hand, shorter horizons reduce the computation effort but also 
adversely affect the reliability of the controller by possibly neglecting important 
dynamics of the system. Splitting the horizon into many control steps leads to a higher 
accuracy of the simulation because of the increased number of discretisations but also 
makes the problem larger and requiring longer computation times. 
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Different combinations are possible for the horizon lengths but most importantly the 
control horizon is smaller or equal to the prediction horizon and the control sampling 
time is smaller than the control horizon. Typically, for MPC of slower building systems a 
prediction horizon of 24 hours and a sampling time of 15 minutes to 1 hour is used and 
for faster HVAC systems a shorter sampling time of 1-5 minutes is used (Serale et al., 
2018). In some cases, the sampling times are varying over the prediction horizon making 
the time grid non-equidistant (Bürger, 2020). For instance, the time grid could be finer 
in the near future on the horizon (e.g. 5 minutes for next 1 hour on a 24-hour horizon) 
and broader as time progresses on the prediction horizon (e.g., 15 minutes for remaining 
23 hours). This helps to reduce the total number of discretisations and thus the size of 
the problem whilst maintaining higher accuracy of the solution for near future and 
acceptable lower accuracy for distant future. Unlike the receding horizon MPC, if the 
prediction horizon does not shift or recede but instead reduces as time progresses 
towards the end of the horizon the scheme is identified as shrinking horizon MPC e.g. 
batch processes in chemical industries. 

The choice of the horizon lengths and formulation of the MPC problem for this work is 
described in Chapter 6 and Chapter 7. 

 Control architecture 

MPC is applied in BAC for control of various HVAC subsystems and processes. For 
instance, either the minimisation of HVAC energy consumption in general is targeted or 
the zone temperatures and humidity in single-zone or multi-zone buildings are 
controlled (Bracco et al., 2014; Oldewurtel et al., 2010; Široký et al., 2011; Zhao et al., 
2015). The control architecture is adapted according to the type of system or process 
being controlled. 

In addition to the direct control of actuators and the hierarchical approach for 
implementing MPC, a cascaded MPC scheme is also discussed in the literature (Huang, 
2011). Instead of having a supervisory layer, multiple layers run optimisations at the 
same frequency. 

A further classification of control architectures is based on the practical 
implementation of the MPC itself. This is possible either in centralised, decentralised, or 
distributed configurations (Serale et al., 2018). In a centralised configuration an 
individual MPC provides the optimal solution for an entire system by considering the 
various inputs on temperatures, occupancy etc. from all the zones and their interactions. 
Although this may lead to better modelling of the system dynamics and more energy 
conservation, the problem complexity and technical irregularities increase with size of 
the system. In a decentralised configuration, each zone or subsystem has its own MPC 
controller reducing the size of the optimisation problem and increasing the ability to 
operate independently in case of failure of a central controller. However, due to the 
isolation from the MPC of the other zones a wastage of energy and inherent loss of 
valuable information occurs. The mutual interactions are considered unknown external 
disturbances to the models. A distributed configuration is considered as a potential 
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solution for large-scale dynamically coupled buildings where the individual zone-MPCs 
share necessary information with others for their optimisation problem. Although the 
computation effort is reduced compared to a central controller, the implementation of 
software and hardware to operate this configuration is not straightforward. 

 Optimisation techniques  

The elementary theoretical explanation in this section derives from textbooks, course 
material, and scientific publications on optimal control and numerical optimisations 
(Camacho and Bordons, 2007; Diehl, 2016; Rawlings; et al., 2019). In principle, MPC is a 
form of optimal feedback control via real-time optimisations. Depending on the 
attributes of an optimisation problem, it can be broadly classified as shown in Fig. 3-6. 

 

Fig. 3-6 Main classes of an optimisation problem with MINLP as focus of this work 

A convex optimisation problem has a convex feasible set and a convex objective 
function. A local solution is always a global solution and is achieved relatively easier 
compared to nonconvex problems (Diehl, 2016). Linear problems (LP) and quadratic 
problems (QP) with a convex objective are two important subclasses of convex 
problems. In LPs, the objective and all constraints are linear functions of the decision 
variables and in QPs, only the objective is a quadratic function. Algorithms like simplex 
and active set method are widely used for solution of LPs and QPs respectively.  

The other important class of optimisation problems is nonconvex problems and 
nonlinear problems (NLP) typically belong to this class. Gradient-based methods like 
interior point methods are widely used to find the local minimum in NLPs. Optimal 
control problems with underlying nonlinear dynamic systems are fundamentally NLPs. 
Optimisation problems with both real and integer decision variables (𝑢 ∈ ℤ) are called 
mixed integer problems (MIP) and can never be convex due to the nonconvexity of the 
set of integers. If the objective function and/or the constraints are nonlinear in the 
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decision variables, then the special class of MIP is called a mixed integer nonlinear 
problem (MINLP) and if they both are linear in the decision variables, then it is a mixed 
integer linear problem (MILP). The typical solution algorithms for MIPs are branch-and-
bound, tabu and scatter search, and evolutionary algorithms (Bussieck and Pruessner, 
2003). 

It is pointed out in previous studies that NLPs and MIPs perform better for 
optimisation of energy systems and give more practice-oriented solutions than LPs. For 
instance, one study clearly demonstrated higher operating hours of a favourable 
component (heat pumps in this case) for economic reasons when performing NLP and 
MIP optimisation over strictly LP optimisation (Ommen et al., 2014).  

In the field of infinite dimensional mixed integer optimisation, continuous time 
optimal control formulations are described as mixed integer optimal control problems 
(MIOCP). Their solution is challenging due to the combinatorial nature of the integer 
variables and is especially difficult when complementary conditions are present (e.g. 
multiplication of switches) leading to non-smoothness (Diehl, 2014a). The derivative or 
gradient information cannot be used with confidence to determine direction of increase 
or decrease. Most solution methods use types of convex relaxation of the integer 
variables where part of the 𝒖 are fixed to specific integer values and part of them are 
relaxed.  

In a broad sense, it is not trivial to determine the best-suited algorithm for a certain 
type of model or problem. For the scheduling problem of a CCHP micro-grid, consisting 
of multiple objectives and mixed binary and continuous variables, experts recommend 
to focus on improving stability and computation time to satisfy the requirements in real-
world applications (Gu et al., 2014). A typical MIOCP formulation for minimising a 
continuous cost function with a stage cost 𝐿(𝒙(𝑡), 𝒖(𝑡)) or Lagrange term and a terminal 
cost 𝐸(𝒙(𝑡f)) or Mayer term is shown in (3.10). 

 min
𝒙(∙),𝒖(∙)

∫ 𝐿(𝒙(𝑡), 𝒖(𝑡))d𝑡
𝑡f

𝑡0
+ 𝐸(𝒙(𝑡f)) (3.10a) 

subject to, for 𝑡 ∈ [𝑡0, 𝑡f]: 

                   𝒙(0) − 𝑥0 = 0, (3.10b) 

 �̇�(𝑡) − 𝑓(𝒙(𝑡), 𝒖(𝑡)) = 0, (3.10c) 

            𝑔(𝒙(𝑡), 𝒖(𝑡)) = 0, (3.10d) 

            ℎ(𝒙(𝑡), 𝒖(𝑡)) ≤ 0, (3.10e) 

                      𝑟(𝒙(𝑡f)) ≤ 0. (3.10f) 

Where, 𝒖(𝑡) are the controls (both integer and continuous) and 𝒙(𝑡) the states. The 
initial state 𝑥0 is determined using (3.10b). Under the assumption that the initial state 
𝑥0 and all the controls 𝑢0 … 𝑢𝑡f

 are known, the remaining states of the system can be 

simulated with (3.10c). Equality constraints are formulated in (3.10d), path constraint 

inequalities ℎ(𝒙(𝑡), 𝒖(𝑡)) in (3.10e) and the terminal constraint 𝑟(𝒙(𝑡f)) in (3.10f). 
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Direct methods are the most widespread and successfully used techniques for the 
solution of MIOCPs (Diehl, 2014a). These methods begin with transforming the 
continuous time dynamic system into a discrete time system by means of parametric 
functions to break down the original problem into finite dimensional NLPs and then 
solve these sparse NLPs (“first discretise, then optimise”).  

Essentially two approaches are used: simultaneous approach e.g. direct multiple 
shooting and direct collocation or sequential approach e.g. direct single shooting.  
The differences in the approaches are primarily in the methods used for the solution of 
the state trajectories after the problems are discretised. The simultaneous approach 
discretises the original problem both in controls and states on a fixed grid. 
The resulting large sparse NLPs are then solved by structure-exploiting solvers that solve 
both the simulation and the optimisation problem simultaneously by using 𝒙𝒌 and 𝒖𝒌 as 
the optimisation variables. The sequential approach on the other hand, eliminates nearly 

all states by forward simulation. It keeps the 𝒙0 and 𝑼 = [𝒖0
T, . . . , 𝒖𝑁−1

T ]
T

 as variables and 

then solves the simulation problem and the optimisation problem sequentially. 

The mathematical solution process for the NLPs formed in the above problems 
involves its Lagrangian function that can help to identify its extreme values (Felsmann, 
2002) and is formulated as in (3.11).  

 ℒ(𝝎, 𝝀, 𝝁) = 𝐹(𝝎) + 𝝀T𝐺(𝝎) + 𝝁T𝐻(𝝎) (3.11) 

Where, 𝛚 is collection of all the variables i.e. 𝝎 = (𝑥0 , 𝑢0, 𝑥1, … , 𝑢𝑁−1, 𝑥𝑁) and 𝝀 ∈ ℝ𝑛𝑔 
and 𝝁 ∈ ℝ𝑛ℎ  are the Lagrange multipliers. The functions 𝐺(𝛚) and 𝐻(𝛚) collect all the 
equality and inequality constraints respectively while 𝐹(𝛚) is a copy of (3.10a). 

Observing the Karush-Kuhn-Tucker (KKT) optimality conditions, for 𝛚∗ as a solution 
of the NLP the Lagrange multipliers 𝛌∗ and 𝝁∗ satisfy (3.12):  

 ∇ℒ(𝛚∗, 𝛌∗, 𝝁∗) =  0 (3.12a) 

              𝐺(𝛚∗) = 0 (3.12b) 

              𝐻(𝛚∗) ≤ 0 (3.12c) 

                      𝝁∗ ≥ 0 (3.12d) 

                      𝝁∗𝐻 = 0 (3.12e) 

The KKT conditions can be solved using Newton-type gradient-based methods.  
In these methods, gradients of the constraint functions are needed to form the Jacobian 
matrix and, in some cases, the second order derivative of the Lagrangian function is 
needed to form the Hessian matrix. The derivatives can be calculated by using the 
methods of symbolic differentiation, finite-differences, or algorithmic differentiation in 
various computer programs. The algorithmic differentiation method exploits the fact 
that each differentiable function is composed of several elementary operations that 
could be programmed using efficient symbolics and embedded functions in a structured 
programming language(Andersson et al., 2019). 
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Due to the application of these derivate-based approaches for calculating first and 
second order derivatives to check for optimality conditions the continuous 
differentiability of the models should be assured. 

A challenge still remains if switching decisions are involved in the original optimal 
control problem because the discretisation leads to control variables that inherit the 
integrality condition (Sager, 2009). Convex relaxation of the problem is recommended 
for solving the resulting MINLPs within time scales appropriate for real-time 
applications because global optimisation algorithms are often not capable of identifying 
a global solution within acceptable computation times for engineering practice 
(Andiappan, 2017).  

One approach for solving MINLPs of such types in practical computation times is the 
combinatorial integral approximation method which generates an approximate solution 
of the MINLP by solving a sequence of subproblems which are less hard to solve than the 
original problem (Sager, 2009; Sager et al., 2011). In short, first a relaxed version of the 
MINLP is solved with binary constraints dropped, which is an NLP, to obtain a relaxed 
binary solution 𝑏relx ∈ [0,1]. Afterwards, an approximated binary solution 𝑏aprx ∈ {0,1} 

is computed from 𝑏relx by solving the so-called combinatorial integral approximation 
problem which is a MILP like the one shown in (3.13). Here, the deviation of the strict 
integer values from the relaxed solution of the NLP is minimised by minimising the 
difference in the area under the two curves. 

 min
𝑢∗

max
𝑗=1 ...𝑛𝑏

max
𝑖=1 ...N

|∑ (𝑏relx𝑗,𝑘
− 𝑏𝑗,𝑘)∆𝑡𝑘

𝑖
k=1 | (3.13a) 

subject to: σ𝑗,max ≥ ∑ |𝑏𝑗,𝑖 − 𝑏𝑗,𝑖+1|
𝑛𝑡−1
𝑖=1 , (3.13b) 

 𝑏𝑗,𝑖 ∈ {0,1}. (3.13c) 

where, ∆𝑡𝑘is the control discretisation grid and (3.13b) is the formulation for 
maximum switching constraints with σ𝑗,max as maximum number of switches. 𝑏relx𝑗,𝑖

∈

[0,1] and 𝑏𝑗,𝑖 ∈ {0,1}. 

The MILP is solved using branch and bound algorithms applied within the solver 
routines used in this work. An NLP is then solved again (gradient-based methods) using 
the fixed binary control to fit the states and continuous controls. 

Another method to find suitable approximations is the sum-up rounding highlighted 
in (3.14) (Sager, 2009). 

 𝑏𝑗,𝑖 = {
1, 𝑖𝑓 ∑ 𝑏relx𝑗,𝑘

∆𝑡𝑘 −𝑖
𝑘=0 ∑ 𝑏𝑗,𝑘∆𝑡𝑘

𝑖−1
𝑘=0 ≥ 0.5∆𝑡𝑖

0, 𝑒𝑙𝑠𝑒
 (3.14) 

where, ∆𝑡𝑖 = 𝑡𝑖+1 − 𝑡𝑖 , 𝑗 = 1 . . . 𝑛𝑏 , 𝑖 = 1 . . . 𝑁 and 𝑁 is the total number of 
discretisations. 𝑏relx𝑗,𝑖

∈ [0,1] and 𝑏𝑗,𝑖 ∈ {0,1}. 

However, if the constraints of the problem depend explicitly on the integer variables 
as in the case of switching constraints (e.g. maximum switching of a machine) or costs 
on fixed control grid, then the sum-up rounding method is not applicable, as it cannot 
directly consider such constraints. 
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3.4 Summary and outlook 

Building automation and control systems are typically divided into three levels:  
management, automation, and field level. Different types of energy management systems 
or supervisory controllers operate on the management level to control a variety of 
systems e.g. heating plants, ventilation systems or air-conditioning systems. In this work, 
the supervisory controller is applied for optimal scheduling of the micro-scale 
trigeneration system (energy plant) on the field level. This particular application of a 
supervisory controller for the HVAC primary side or energy plant in a building is referred 
to as the energy plant management system. 

In this chapter, the different attributes of an MPC and optimisation techniques to solve 
it were presented in a condensed form. Particularly, the sought-after characteristics in 
control-oriented models e.g. practical parameterisation and continuous differentiability 
were summarised. An economic-MPC framework with grey-box models is considered 
most practical for thermal energy plants with slow-dynamics and is explored further in 
this dissertation. Three main issues are mentioned in the literature regarding application 
of economic-MPC: (a) feasibility of the optimisation problem, (b) stability of the closed-
loop system and (c) the closed-loop performance. These are handled using simplified 
mathematical algorithms and engineering solutions discussed in later chapters. 
Additionally, the MPC framework is developed in a hierarchical and centralised 
architecture where the management layer synchronises an operation with the lower 
level controllers. For real-time application, implicit-MPC techniques with a receding 
horizon and a variable length time -steps are applied. A mixed integer optimal control 
problem is solved using direct collocation for discretization of the problem and the 
combinatorial integral approximation method with branch-and-bound routines for 
solving the resulting MINLP. The solution of this optimal control problem including 
operational constraints with slack variables provides on-off switching sequences for the 
components that are used directly for the lower-level controller. Open-source forecast 
data from third party platforms is used for the MPC. 

With the above outlook on solving the MPC problem for economic scheduling of a 
micro-scale trigeneration system, the most important steps of developing the models for 
MPC and the experimental set-up for their evaluation is explained in the following 
chapter. 
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4 Experimental Set-Up and Component Models 

Models form the virtual representation of a plant that is controlled by MPC and their 
development is the most resource intensive phase during the controller design process. 
In this chapter, the models for the trigeneration system at the Institute of Energy Systems 
Technology are developed and evaluated. The experimental set-up with the building 
automation and control framework used for parameterisation and evaluation of the 
models is also described. The modelling methodology and evaluation is illustrated with 
one example for the functional tests and simulation results for each main operation 
mode. Results of both, qualitative and quantitative analysis are presented. The novelty 
in developing control-oriented models and experimentally evaluating their technical 
feasibility for implementation in MPC of a complex energy system is highlighted. 
Finally, the technical challenges faced during commissioning of this complex plant are 
listed and corresponding lessons learned for planning of future systems are documented. 

4.1 Experimental set-up of the trigeneration system at INES 

A micro-scale trigeneration system with a combustion engine cogeneration unit, an 
adsorption based thermal chiller, a reversible heat pump, a compression chiller, hot and 
cold thermal storages, and two-way connection to the electricity grid was installed at the 
Institute of Energy Systems Technology (INES) at Offenburg University of Applied 
Sciences. The planning and construction of the plant including the installation of the 
building automation and control (BAC) system was done within the framework of this 
doctoral thesis using the in-house competencies of the institute. 

 Basic and detailed engineering 

During the basic engineering phase, the component technologies and capacities, 
hydraulic connections, instrumentation and load profiles were decided based on the 
following overall aims of the laboratory set-up:  

• comparing conventional and optimal control, 
• application in small- and medium-scale industries and buildings, 
• comparing thermal and electric chillers, 
• analysing a thermal and electric chiller cascade, 
• integration of the existing test chamber (TC) with a thermally activated building 

system (TABS) and ceiling cooling system (Pfafferott et al., 2016) as thermal loads. 

In the detailed engineering phase, piping, pump calculations, and instrumentation 
plans for the plant were prepared (see Appendix B). The effects on the MPC performance 
due to design decisions for fulfilling these multiple aims and possible improvements are 
elaborated in Section 4.12 of this chapter. 
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A concise explanation of the system is given in the block flow diagram in Fig. 4-1. 
Final energies in the form of combustion fuel (FUEL) and electricity from the local  
low-voltage grid (GRID) are converted to three useful energies: heating, cooling, and 
electricity by the components on the energy source side. The combined heating and 
power (CHP) unit converts fuel to electrical power and high temperature heating power. 
The adsorption chiller (AdC) uses this as the driving energy to produce cooling power. 
Additionally, a reversible heat pump (RHP) consumes electricity to operate either as a 
heat pump (HP) producing low temperature heating power or as a compression chiller 
(CC) producing cooling power. Both the AdC and RHP interact with the same outdoor 
coil (OC) in a medium temperature circuit. The heating and cooling produced on the 
source side is stored in stratified water storage tanks, hot thermal energy storage (HTES) 
and cold thermal energy storage (CTES). They also act as the connecting points for all the 
flows between source and supply side. On the supply side, the TC and two thermostats 
generate a reference heating load (HL) and cooling load (CL) that are covered with low 
temperature heating or high temperature cooling from the thermal storages 
respectively. The electrical load (EL) comprises of an imaginary reference load profile 
and electricity can be purchased or fed-into the local low-voltage grid. 

 

Fig. 4-1 Block flow diagram of the INES trigeneration system 
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The main technical specifications from the data sheets or commissioning 
documentation of the individual components are given in Table 4-1. 

Table 4-1 Main specifications of the primary components 

Component Specification Value 

AdC:  Nominal cooling power 10 kWth 

 Nominal coefficient of performance 0.45 

 Operating range in temperature circuit:  

• low 

• medium 

• high 

 

• 8 - 18 °C 

• 22 - 45 °C 

• 55 – 95 °C 
 Recommended volume flow in temperature circuit:  

• low 

• medium 

• high 

 

• 1.7 m³/h 

• 4.3 m³/h 

• 1.6 m³/h 
 Set-point for chilled water temperature 12 °C 

 Power consumption 0.12 kWel 

CHP: Standard heating power 10.5 kWth 

 Standard electrical power 5.3 kWel 

 Thermal efficiency (higher calorific value) 66% 

 Electrical efficiency 30% 

 Safety shut-down temperature in return-line 73 °C 

 Auxiliary power consumption 0.14 kWel 

 Nominal fuel-oil consumption 1.8 l/h 

OC: Heat exchanger area 521.8 m² 

 Maximum rotational speed 480 RPM 

 Maximum power consumption 0.90 kWel 

 Control voltage signal 0 – 10 V 

 Overall heat transfer coefficient 26 W/(m²∙K) 

RHP: Nominal cooling power 12.9 kWth 

 Nominal heating power 16.7 kWth 

 Nominal power input 3.8 kWel 

 Nominal energy efficiency ratio (cooling mode) 3.44 

 Nominal coefficient of performance (heating mode) 4.45 

 Nominal water flow in evaporator circuit 37 l/min 

 Nominal water flow in condenser circuit 48 l/min 

CTES and HTES: Volume ca. 1500 l 

 Diameter without insulation 1 m 

 Height without insulation 2.2 m 

 Thickness of tank wall 0.0125 m 

HiL: Heating power of the thermostats together 18 kWth 

 Cooling power of the thermostats together 10 kWth 

 Tolerance in temperature control 0.01 K 

 Total energy dissipation area in test chamber ca. 34 m² 

 Average cooling power dissipation in test chamber 70 W/m² 

 Average heating power dissipation in test chamber 90 W/m² 

The main components, heat exchangers (HX), piping, and the instrumentation are 
shown in Fig. 4-2. The PLC, switch systems, electrical safety equipment, and signal 
converters are installed in the wall mounted electric switching cabinet (ESC).  
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On far right, the workstation computer (WS) and thermostats and TC with TABS for 
emulating thermal loads connected as hardware-in-the-loop (HiL) are also shown. 

 

Fig. 4-2 (a) View from left of the lab (b) View from right of the lab 

The components do not operate all at once but seven different modes of operation are 
possible depending on the combination of components, hydraulic connections, and 
thermal loads. Further details of these operating modes are given in Appendix B.  
The changeover operation from one mode to another takes 140 seconds. The hydraulic 
connections (switchover valves) are limited to covering only the HL or CL at a time. 

 BAC system for the INES lab 

The acquisition and distribution of data plays a key role in MPC of complex building 
energy systems. The data acquisition system was integrated into the BAC framework  
(cf. Chapter 3) as shown in Fig. 4-3. The BAC consists of three levels: field level, 
automation level, and management level.  
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Fig. 4-3 BAC system for the INES trigeneration lab to run both conventional and optimal control.  
Dash-dotted arrows represent only digital signals whereas solid arrows represent analogue and digital 
signals. Grey lines are part of the supervisory control loop and black lines are part of the monitoring 
loop. The dotted line box represents the workstation computer executing tasks of both management 
and automation level.  

With this framework, the plant can be operated using a supervisory controller based 
on either MPC or a conventional logic (for comparison purposes) from the management 
level. Here, the supervisory controller chooses from one of the seven possible operation 
modes (refer Appendix B.3) for the real-plant on the field level. It is programmed in the 
Python environment and sends its control signal, the operation mode, to PLC on the 
automation level. A lower-level controller programmed in the LabVIEW® environment 
uses the operation mode value in its sequential control logic to perform the state-based 
actions and transition tasks. This includes opening/closing valves, providing set-points 
to the components in a predetermined sequence, and a safety shut-down logic. 
A complete functional description of the lower-level controller is given in Appendix B.4. 
Sensor data from the field level is passed onto the PLC in the monitoring loop and is then 
used as system states on the management level or as operational data on the automation 
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level. For example, as shown in Fig. 4-4, the HMI on the automation level visualises 
current monitoring data, displays alarms, and also functions as an operator’s panel.  

The data flow represented by dash-dotted arrows use only digital signals and 
standards necessary for OPC, API, SQL communication, whereas, solid arrows use both 
digital and analogue signals e.g. M-Bus and resistance and voltage signals. 
Additionally, the grey lines are part of the supervisory control loop that repeats once 
every sampling instance and black lines are part of the monitoring loop that repeats 
continuously every 300 ms. The WS executing tasks on management and automation 
level is the same desktop computer represented as a box with dotted line and 
communicates as an OPC Client with the OPC server in the PLC. The MPC uses either 
internet-based services or local databases for collecting the necessary forecast values for 
energy prices, weather, and expected loads. 

Table 4-2 lists the standard industrial instrumentation used for measuring the 
operational data.  

The ambient temperature sensor (𝑇amb) was installed close to the OC on the west 
facing side of the building. A 2-lead wire resistance compensation equivalent to 2 K was 
made for the 15 m distance between the sensor and the ESC (IET Labs Inc., 2016).  

The monitoring loop repeated every 300 ms but data was logged only after change-of-
value using a logging dead-band of 2% of previous value. The logging resolution of 
temperature, volume flow, and power was 0.1 °C, 0.00 m³/h, and 0.1 kW respectively. 
The logged data was interpolated on a 60 seconds time interval to a CSV file for analysis. 

Table 4-2 Instrumentation in INES trigeneration lab 

Physical parameter Units Instrument Accuracy 

Ambient temperature °C PT-100 (2-lead circuit) 

with thermal radiation 

shield 

± 0.1 K 

Circuit temperatures 

(Water) 

°C PT-500 Class B  

(2-lead circuit) 

± 0.30 + 0.0050|Tmeas| K 

Circuit temperatures 

(Glycol-water) 

°C PT-100 Class B  

(2-lead circuit) 

± 0.30 + 0.0050|Tmeas| K 

Electricity consumption kWel 3-phase energy meters Class 1 and 2 of IEC 

1036 

Fuel consumption l/h Mechanical roller counter 

with Reed-impulse 

generator 

± 1% 

Storage temperatures 

(9 in HTES and 4 in CTES) 

°C PT-1000 Class B  

(2-lead circuit) 

± 0.3 K to ± 0.8 K 

Thermal power kWth Electronic heat meter ± 1.5% 

Volume flow (Water) m³/h Ultrasonic flow meters ± (2 + 0.02 
�̇�max

�̇�meas
)% 

Volume flow 

(Glycol-water) 

m³/h Multi-jet turbine meters 

with Reed-impulse 

generator 

± (3 + 0.05 
�̇�max

�̇�meas
)% 

IEC (International Electro-technical Commission) 
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 Conventional control 

A variation of the base load matching – following thermal load (BLM-FTL) strategy 
was chosen for conventional control (cf. Chapter 2). The CHP and AdC covered the base 
thermal loads and HP and CC covered the peak loads. The switching point was specified 
separately for the winter and summer tests. In summer, either the AdC’s maximum 
cooling power (CHP’s standard heating power multiplied by AdC’s coefficient of 
performance) or 75% of maximum cooling load was used as the switching point.  
In winter, either the CHP’s standard heating power or 75% of maximum heating load was 
used as the switching point. 

The FTL operation was realised over a hysteresis dead-band control of the tank-
temperatures. The switching occurs only when the lower and upper dead-band limits are 
reached or else the previous status of the component continues. Table 4-3 and Table 4-4 
summarise the switching logic for the components using conventional control for 
summer and winter tests respectively. Further description of the control logic and tuning 
of these parameters is given in Appendix B.4. 

Table 4-3 BLM-FTL for summer with switching point 

Tank temperatures [°C] Current cooling load [kWth] AdC CC CHP 

TCT1 ≥ TCT1,max ≤ Switching point  On Off - 

TCT1 ≥ TCT1,max ≥ Switching point Off On - 

TCT4 ≥ TCT4,min - Off Off - 

THT6 ≤ THT6,min - - - On 

THT1 ≥ THT1,CHP,max - - - Off 

 

Table 4-4 BLM-FTL for winter with switching point  

Tank temperatures [°C] Current heating load [kWth] CHP HP 

THT6 ≤ THT6,min ≤ Switching point On Off 

THT6 ≤ THT6,min ≥ Switching point Off On 

THT1 ≥ THT1,CHP,max - Off - 

THT1 ≥ THT1,HP,max - - Off 

TCT1 (Temperature at bottom of CTES), TCT1,max (Set-point for maximum TCT1), TCT4 (Temperature at top of CTES),  
TCT4,min (Set-point for minimum TCT4), THT1 (Temperature at bottom of HTES), THT1,CHP,max (Set-point for maximum THT1 during 
CHP operation), THT1,HP,max (Set-point for maximum THT1 during HP operation), THT6 (Temperature corresponding to HL 
supply from HTES), THT6,min (Set-point for minimum THT6) 

4.2 Load profiles for application scenarios 

In industrial applications, forecast data for building loads is generated using past data 
or building simulation models (cf. Chapter 3.3.1).  

In absence of a real building scenario or a detailed building simulation model, 
deterministic load forecasts available in the literature were used in this work. 
Additionally, a deterministic load forecast enabled a comparison of the conventional and 
optimal operation of the plant under almost-identical loads. Different studies were 
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identified that used 24-hour thermal and electric seasonal load profiles for techno-
economic analysis or for optimisation of trigeneration systems. Table 4-5 summarises a 
few examples and the complete list is in Appendix C. 

Table 4-5 Examples of CCHP related studies with seasonal 24-hour electrical and thermal load profiles  

Type of 

building 

Aim of 

study 

System 

specification 

Peak 

summer 

loads 

Peak 

winter 

loads 

Peak 

transi-

-tion 

loads 

Reference 

Hospital-2 CCHP 

operation 

optimisation 

• Area:83,745 m² 

• CHP:4.0 MWel  

• CC:4.2 MWth  

• Boiler:3.5 MWth 

• Absorption 
chiller:4 MWth 

• Average hourly 
demands 

• EL ~ 
2.0 MWel  

• HL ~ 
2.0 MWth  

• CL ~ 
4.0 MWth 

• EL ~ 
2.0 MWel  

• HL ~ 
3.5 MWth  

• CL ~ 
0.0 MWth 

• EL ~ 
2.0 MWel  

• HL ~ 
2.3 MWth  

• CL ~ 
0.0 MWth 

(Facci et al., 

2014) 

Hotel-1 Influence of 

part-load 

behaviour on 

optimal 

design and 

operation of 

CCHP 

• Area:60,000 m² 

• CHP:1.46 MWel  

• Boiler:0.9 MWth 

• Absorption 
chiller:1 MWth 

• Hourly load of 
representative 

days 

• EL ~ 
2.1 MWel  

• HL ~ 
1.3 MWth  

• CL ~ 
4.7 MWth 

• EL ~ 
1.7 MWel  

• HL ~ 
4.7 MWth  

• CL ~ 
0.6 MWth 

• EL ~ 
1.8 MWel  

• HL ~ 
1.0 MWth  

• CL ~ 
1.7 MWth  

(Zhou et al., 

2013) 

Hotel-2 Influence of 

average and 

peak energy 

demands and 

uncertainty 

on CCHP 

performance 

• Area:78,200 m² 

• CHP:2 MWel and 
3.5 MWth  

• CC:2 MWth 

• Boiler:1.5 MWth 

• Absorption 
chiller:3 MWth 

• Average hourly 
demands 

• EL ~ 
1.9 MWel  

• HL ~ 
1.8 MWth  

• CL ~ 
3.7 MWth 

• EL ~ 
1.5 MWel  

• HL ~ 
4.2 MWth  

• CL ~ 
0.6 MWth 

• EL ~ 
1.5 MWel  

• HL ~ 
2.4 MWth  

• CL ~ 
1.4 MWth 

(Li et al., 

2008) 

Office 

building 

Sensitivity 

analysis of 

trigneration 

primary 

energy 

savings 

ratio 

• CHP:330 kWel  

• CC:560 kWth  

• Boiler:515 kWth 

• AdC:515 kWth 

• EL ~ 
280 kWel  

• HL ~ 
0.9 kWth  

• CL ~ 
500 kWth 

• EL ~ 
280 kWel  

• HL ~ 
335 kWth 

• CL ~ 
150 kWth 

• EL ~ 
280 kWel  

• HL ~ 
224 kWth  

• CL ~ 
400 kWth 

(Chicco and 

Mancarella, 

2007) 

University 

campus-1 

Micro-CCHP 

real-time 

operation 

optimisation 

• Area: 279 m² 

• CHP: 15 kWel  

• AdC: 35 kWth 

• TRNSYS 
generated 

hourly demands 

• EL ~ 
9.8 kWel  

• HL ~ 
0.0 kWth  

• CL ~ 
12.9 kWth 

• EL ~ 
6.2 kWel  

• HL ~ 
11.2 kWth  

• CL ~ 
0.0 kWth 

• EL ~ 
9.8 kWel  

• HL ~ 
3.0 kWth  

• CL ~ 
2.9 kWth 

(Cho et al., 

2009a) 
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The load profiles varied as per the system specifications and were normally for much 
larger systems compared to the INES trigeneration lab. A linear scaling by interpolation 
between minimum and maximum (user-defined) experimental loads was done against 
the minimum and maximum values in the literature profiles. 

The choice of the minimum and maximum value for the load profiles was made with 
one of the following methods:  

• peak load was a corresponding component’s maximum capacity, 
• peak load was 125% of a corresponding component’s maximum capacity, 
• peak load was maximum load that thermostats and TC can generate together, 
• peak load was thermal power for a temperature difference of 5 K in the TC’s circuit,  
• minimum thermal load was fixed at 1.5 kWth (arising from TC in steady state). 

As an example, daily load profiles of a non-residential, non-industrial building during 
different seasons (Chicco and Mancarella, 2007) are scaled down in Fig. 4-5.  
The reference summer, winter, and transitional profiles with a maximum cooling load 
(CL) of 500 kWth, heating load (HL) of 333 kWth and electrical load (EL) of 280 kWel are 
shown on the left-hand side of the figure. A downscaled load pattern for experiments in 
the INES lab is shown on the right-hand side. A maximum CL of 12 kWth and a minimum 
CL of 1.5 kWth is chosen for the scaling as cooling loads dominate the load profiles in non-
residential buildings. The CL profile is interpolated using the ratio between peak 
reference value and peak INES value to match the profile from the literature. Accordingly, 
the EL profile is interpolated between 6.6 kWel and 3 kWel. The HL in winter is 
interpolated between 8.0 and 2.9 kWth. 

It is observed that the electrical load (EL) does not exhibit significant variations 
between seasons. The maximum EL is often two times the minimal load and this pattern 
is kept in the INES profiles too. A peak in EL is observed during morning hours (07:00 to 
10:00), and is presumably due to activities in buildings like hospitals, hotels or office 
spaces, rather than due to the climate conditions.  

On the other hand, the thermal profiles are more irregular between seasons and the 
CL peak in summer is greater than the HL peak in winter, which is typical in  
non-residential buildings. In the reference case, the HL ratio between maximum and 
average demand is 2.2 during summer, 1.3 during winter, and 1.4 during transition.  
This is often due to the higher average HL during winter and transition seasons and the 
lower average HL in summer for hot water requirements or other thermally driven 
processes. However, in the INES profile no HL is generated during summer due to the 
technical limitations of the lab (cf. Section 4.1.1). A heating load is generated in transition 
season for simulation purposes only.  

The CL ratio between maximum and average demand in the reference case is 2.7 
during summer, 6.5 during winter, and 4.0 during transition. It is most likely due to the 
higher average CL during summer season, while in other seasons non-residential 
buildings may have a CL only at a particular time of the day for activities requiring 
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indoor-climate control. In the INES profile, no CL is generated during winter for 
experiments and CL could be simulated in transition season. 

 

Fig. 4-5 Reference load profiles and scaled down version for INES experiments 

Depending on the application scenario the loads decrease or increase on a weekend 
and this was achieved by a simplistic approach of multiplying the weekday pattern with 
a scaling factor (Tichi et al., 2010). For instance, a deterministic profile for an office 
building over an entire week in summer starting from Wednesday could be synthesised 
as shown in Fig. 4-6. The cooling load and electrical load is higher during office hours 
(07:00 to 19:00) especially on a weekday and significantly reduces over the weekend. 
The load is 0.5 times the weekday load on a Saturday and 0.45 times the weekday load 
on a Sunday. 
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Fig. 4-6 Office building load profile for a summer week starting on a Wednesday midnight 

Further examples for load profiles used in the experiments are given in Appendix C. 

4.3 Energy prices 

Market prices of the input variables for the economic optimisation problem, namely 
electricity and fuel prices or rates were forecasted using different methods described in 
the following subsections. 

 Electricity-price forecast  

Similar to the load profiles, deterministic electricity buying and selling rates or prices 
(𝑟el,buy and 𝑟el,sell) were used in this work. Three different price signals were synthesised:  

Based on two-price tariff structure of the local grid operator (E-Werk Mittelbaden AG, 
2019): A higher daytime price or rate of 0.287 €/kWhel from 07:00 to 22:00 and a lower 
night-time rate of 0.222 €/kWhel from 22:00 to 07:00 was set for buying electricity 
𝑟el,buy,EWERK. The selling rate 𝑟el,sell,EWERK was taken as a constant value of 0.151 €/kWhel 

considering a base load price of 0.063 €/kWhel, 0.008 €/kWhel avoided grid costs, and a 
micro-CHP bonus of 0.08 €/kWhel (BMWi, 2016; Schicktanz et al., 2011). A weekly price 
profile is shown in Fig. 4-7. 

Based on linear interpolation of EPEX SPOT SE day-ahead auction prices (EPEX SPOT 
SE, 2008): The day-ahead auction price is based on an aggregated demand-supply curve 
of a broad geographical region. It is assumed for sake of brevity that this price captures 
an ideal energy market with all complex interactions in the energy grid including that of 
variable renewable energies and local grid costs. The hourly price in €/MWhel for the big 
energy market was reduced to a signal in €/kWhel for the INES experiments. The EPEX 
buying rate 𝑟el,buy,EPEX and selling rate 𝑟el,sell,EPEX were then generated by linearly 

interpolating between the maximum and minimum day-ahead auction price against the 
highest and lowest grid operator prices. As shown in Fig. 4-7, the  𝑟el,sell,EPEX follows the 
profile of 𝑟el,buy,EPEX due to the demand-supply concept. 

Based on linear interpolation of price signal from the INES micro-grid (Sawant et al., 
2019): The optimisation tool of the INES micro-grid (IMG) generates a price signal 
considering the local photovoltaic generation, the consumption-related costs of the CHP 
and its peak-shaving operation (Dongol et al., 2018). This price signal was also 
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interpolated like EPEX prices to generate a buying rate  𝑟el,buy,IMG and selling rate 

𝑟el,sell,IMG. As shown in Fig. 4-7, the signal has a higher buying to selling ratio and does 
not follow the EPEX pattern but captures the IMG operation status including the local PV 
generation and load cycles. 

 

Fig. 4-7 Examples of three different electricity buying and selling rates synthesised for experiments  

 Fuel-price forecast 

The price or rate of fuel 𝑟fuel was set at 0.72 €/m³ or 0.06 €/kWh using data from the 
German market for a gas based CHP (Bundesnetzagentur, 2019). This was input as a 
constant parameter in the MPC formulation but could be extended as a time-varying 
parameter (like electricity prices) for industrial applications in future. 

4.4 Control-oriented component models 

Control-oriented models for the components of the system are the corner stone of an 
MPC problem and should have characteristics such as an accuracy-complexity balance 
and continuous differentiability (cf. Chapter 3.3.1). To identify models that satisfy these 
characteristics a qualitative examination of the modelling approaches available in the 
literature (cf. Chapter 2.5) was done. Individual component models were then developed 
using the grey-box methodology and simulation results of the combined system for 
different operating modes were compared against measured data. 

 Qualitative analysis of existing models 

Recurring approaches were identified in the literature and only one example per 
approach was selected. Secondly, only models focussing on application in optimisation 
of trigeneration systems were selected. The subsequent list of models was then 
thoroughly analysed for desired characteristics and Table 4-6 summarises the results.  

It is observed that models used in optimal scheduling mostly consider only static 
process variables like electrical power or cooling capacities and do not consider dynamic 
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states like storage temperatures or hydraulic circuit temperatures. On the other hand, 
existing models that satisfy these requirements are either physics-based models with a 
component level simulation focus making them very complex, or have rule-based 
controllers making them not continuously differentiable.  

Nevertheless, the qualitative analysis revealed important modelling features that are 
adapted in this work and are described below: 

AdC: Wu et al. calculate the coefficient of performance as a second degree function of 
the part-load ratio (Wu et al., 2012). However, the regression coefficients are technically 
infeasible to identify as they require significant amount of operational data of the 
machine under part-load and make the approach impractical for model 
parameterisation. A modification of this approach is adapted in this work with the curve 
fits using product data from manufacturer’s data sheets for a more practical 
parameterisation. 

CHP: In Seifert’s model for a CHP the internal control logic for the cooling pump 
influencing the mass flow of water is appropriately simulated with a second degree curve 
fit of the water inlet temperature and electrical power of CHP (Seifert, 2013). However, 
the dynamic behaviour of the thermal power output is simulated with a mass and energy 
balance over the individual components like heat exchanger and engine block of the CHP 
and make the model very complex for application in a system-level MPC. The approach 
to simulate the internal control logic is adapted from Seifert’s work while simulation of 
the thermal output is adapted from a simpler step-response based model (Hidalgo 
Rodriguez et al., 2012).  

RHP: The models developed by Salvalai and Jin et al. use product data for equation-
fitting to represent part-load behaviour of reversible heat pumps and are adapted in this 
work (Jin and Spitler, 2002; Salvalai, 2012). 

HTES & CTES: U.Eicker presented a 1-D stratified tank model using the Fourier’s 
equation (Eicker, 2006). Although accurate and of medium complexity the model is not 
continuously differentiable due to the usage of “If-Else” clauses. The approach is adapted 
while modifying the clauses to avoid their discontinuities. 

Deriving from the above qualitative analysis and findings in Chapter 2 and Chapter 3, 
the grey-box methodology was chosen to model the system. It facilitates the adaption of 
model features identified in the qualitative analysis and applying engineering know-how 
of the specific system to develop control-oriented component models. Grey-box models 
are not only of sufficient accuracy and simplicity, but are also considered suitable for 
application in practice oriented economic-MPC (Sohlberg, 2003). Accordingly, the 
models are evaluated in Section 4.11 for their ability to:  

• simulate the system response to input variables (component switches),  
• predict fuel and electricity consumption with sufficient accuracy,  
• simulate process variables that are usually measured in a plant e.g. tank 

temperatures. 
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 Application of grey-box modelling methodology 

For the grey-box modelling approach, regression analysis (Fumo and Rafe Biswas, 
2015) and step-response analysis (Diehl, 2019) were used for fitting apriori data and 
determining the dynamics or part-load properties of the components. Both these 
methods make it possible to choose data sets that are either readily available in the 
manufacturer’s catalogues or can be collected during commissioning of the equipment. 

Regression analysis: Regression analysis is a method to find a polynomial relationship 
among response or dependent variables and explanatory or independent variables.  
A regression is linear when the polynomial is linear in the coefficients. However, the 
regression could be univariate if only one independent variable exists as in (4.1) or 
multivariate if multiple independent variables are considered as in (4.2).  
The polynomial itself could be a first degree or a higher degree polynomial depending on 
the characteristics of the data that is being fit.  

 𝑦∗ = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥1
2 (4.1) 

 𝑦∗ = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + 𝛽3𝑥1𝑥2 + 𝛽4𝑥1
2 + 𝛽5𝑥2

2 (4.2) 

where, 

𝑦∗ – Dependent variable (predicted value in models) 

𝛽1, 𝛽2 … 𝛽5 – Coefficients of regression 

𝑥1, 𝑥2 – Independent variables 

𝑦, 𝛽, 𝑥 ∈ ℝ  

A linear regression was done to minimise a sum of normalised squared error (SNSE) 
problem as shown in (4.3), subject to, the polynomials (4.1) or (4.2) for fitting apriori 
data and estimating the coefficients of regression. 

 min
𝛽

(𝐽SNSE = ∑ (
𝑦𝑖−𝑦𝑖

∗

𝑦𝑖
)

2

)𝑁
𝑖=1   (4.3) 

where, 

𝐽SNSE – Cost function for the SNSE problem 

𝑦𝑖  – ith measured value 

𝑦𝑖
∗ – ith predicted value 

The generalised reduced gradient search algorithm (via Microsoft Excel’s Data 
Solver® Add-On) was applied for solving the above optimisation problem(Lasdon et al., 
1976). 

Step-response analysis: The dynamic response of a controlled system can be described 
via the manipulated variable step-response or the interference variable step-response. 
A manipulated variable step-response is more common in practice and is characterised 
by the time-constant of controlled system 𝑇s and the transfer coefficient or gain 𝐾s.  
In building technologies, very often the behaviour of a first order lag or system with one 
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storage element (PT-1 element) is observed. The input/output differential equation for 
this system is given in (4.4). 

 𝑇s 𝑦𝑖
∗̇ + 𝑦𝑖

∗ = 𝐾s𝑢 (4.4) 

where, 

𝑦𝑖
∗ – Controlled variable or system output (predicted value in models) 

𝑢 – Manipulated variable (component switch) 

𝐾s – Gain i.e. proportion of change in 𝑦𝑖
∗ to change in 𝑢 

𝑇s – Time-constant i.e. time taken for 63.2% of total 𝑦𝑖
∗ change to be achieved  

Simulation in Modelica: Different software such as MATLAB, R, and Modelica were 
preliminarily evaluated for simulating the system. The signal-oriented (causal) approach 
in MATLAB/Simulink was deemed unsuitable for a system-level simulation, which 
typically involves solution of many implicit equations. R is significantly suited for 
statistical analysis but was deemed unsuitable to develop energy system models due to 
lack of appropriate libraries and complex structure. Another critical factor for choosing 
the modelling tool was to use an open-source software. 

The Modelica language was chosen for developing and testing the models because of 
various reasons: 

• it allows declaration of equations (algebraic or differential), facilitating modelling of 
real-world physical objects directly in the language (Schicktanz and Núñez, 2009), 

• the OpenModelica compiler facilitates implicit modelling and generalisation of the 
equations leading to simpler models and simulation that is more efficient,  

• Modelica is an object-oriented language with a general class concept, which allows 
for reusability, interoperability, and hierarchical structuring that is relevant for 
physically-oriented energy systems’ simulation(Kofránek et al., 2008), 

• it allows for cross-domain interaction and user-friendly plotting and analysis, 

• the models can be evaluated using well-established compilers and integration 
methods like Dassl or Runge-Kutta in OpenModelica and then exported to the Python 
environment. 
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Input / output equations for the individual components were directly programmed in 
the OpenModelica Connection Editor  using elemental libraries like SI Units and 
connectors as shown in Fig. 4-8 (Asghar and Tariq, 2010; Fritzson, 2014). 

Nomenclature from process engineering was used, wherein flows leaving a 
component were designated feed-line (subscript “f”), and flows entering a component 
were designated return-line (subscript “r”). For the AdC with multiple temperature 
circuits, high temperature circuit is denoted with an extension “H” in the subscript, 
medium temperature circuit with “M”, and low temperature circuit with “L”. Similarly, 
for the RHP the condenser circuit is denoted with a subscript “c” and the evaporator 
circuit with “e”. 

General assumptions and formulations: Founded on engineering know-how and 
apriori knowledge of the system, the following general assumptions for the modelling of 
this complex energy plant were made: 

• heat losses and pressure losses through pipes and components are negligible for one 
time-step (typically 15 minutes) of MPC for thermal systems, 

• specific heat capacities and densities of all fluids are constant,  
• simulation of the delay due to changeover operation (140 seconds) from one mode 

to another is insignificant due to the inclusion of minimum runtime constraints, 
longer sampling times, and slow dynamics of thermal systems (described in 
Chapter 6), 

• ideal conservation of mass, 
• at full load real power is the nominal power of the equipment, 
• internal controllers of components are ideal and reliable, 
• volume flows in the circuits are constant (other than for CHP and loads) and 

maintained at nominal flows, 
• accurate forecast of ambient temperature and building thermal loads are available 

over the entire simulation horizon. 

Throughout the simulations, the mass flow �̇� (kg/h) induced in a machine’s hydraulic 
circuit during operation was computed depending on the machine's control input as 
follows (4.5): 

 �̇� = 𝑆�̇�𝜌 (4.5) 

Where, 𝑆 is the on-off switch for the corresponding machine and a binary control 
variable in the optimisation problem, �̇� is the volume flow (m³/h) and 𝜌 is the density of 
the fluid (kg/m³). 

This formulation has two advantages; firstly, when the machines are switched off, then 
no mass flow occurs between components and storage tanks ensuring that storage-
temperatures are not affected. Secondly, the decision variables occur a reduced number 
of times in the MPC formulation itself since they are avoided in the mass and energy 
balance equations for the individual models. 
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Fig. 4-8 Model of the INES trigeneration system in OpenModelica 

4.5 Adsorption chiller (AdC) 

The silica-gel water AdC is of type “eCoo” by Fahrenheit GmbH and operates on the 
principle of sorption of silica-gel while the cooling effect is produced by evaporation of 
water as the refrigerant (Fahrenheit GmbH, 2014). The functional construction of the 
machine is divided into three circuits as depicted in Fig. 4-9: 

• Circuit 1: High temperature (driving circuit in red),  
• Circuit 2: Medium temperature (recooling circuit in green), 
• Circuit 3: Low temperature (chilled water circuit in blue).  

Also shown here are the recooler (OC in this case) and a glycol-water system 
separation (HX in this case) integrated in the recooling circuit. 

To produce continuous cooling effectively the machine has two adsorbing chambers 
(one in each module) that undergo the adsorption/desorption and heat recovery phases. 
Its operation is achieved through internal switching of 3-way-mixing valves and pumps 
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using complicated control algorithms leading to the distinctive cyclic behaviour of the 
three circuit temperatures, as reported in the literature (Wu and Wang, 2006). 

 

Fig. 4-9 Functional construction of a single adsorption module (Fahrenheit GmbH, 2014). 
A (Condenser), B (Evaporator), 1(Recooler, here OC), 2 (Driving heat source, here CHP), 3 (Cooling 
load), 4 (Glycol-water system separation, here HX). 

The sequence of events for one entire cycle can be divided into four phases. Fig. 4-10 
shows the first phase and other phases are explained using the same figure.  

 

Fig. 4-10 Sequence of events in the processing chambers of the two modules during Phase 1  
(Fahrenheit GmbH, 2014) 

The operational sequence for a single module consists of the following 4 phases: 

Medium temperature circuit

Hot temperature circuit

Low temperature circuit

1

2 3

4

1

3

2

4

Circuit 1 Circuit 3

Circuit 2 Circuit 2

Condenser

Evaporator

Desorber (adsorber A)

Adsorber (adsorber B)

Module 1 or module 2: Module 2 or module 1:
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Phase 1 (Desorption/Adsorption): Hot water from the source in Circuit 1 enters the 
completely charged adsorber A or desorber (2). This desorbs or expels the adsorbed 
refrigerant from the inner surface of the silica-gel into the condenser (1). Here it is 
condensed to liquid state by removing the heat over Circuit 2 to the environment.  

Concurrently, heat from the CL evaporates the refrigerant in the evaporator (3) that is 
led to adsorber B (4) via Circuit 3. As these vapours are adsorbed the exothermic process 
releases heat which is also removed together with the heat of liquefaction via Circuit 2. 

Phase 2 (Heat recovery): Instantly after phase 1, the 3-way-mixing valves are 
positioned such that recooling water flows into the previously desorbed adsorber A. 
As the recooling water increases in temperature it is not immediately pumped into 
Circuit 2 but continues to be pumped in Circuit 1. On the other hand, the return-line of 
the now charged adsorber B is routed to the Circuit 2.  

This phase ends when a specific temperature difference is achieved between the 
return-lines of the two adsorbers benefitting the flow of refrigerant vapours.  
This circulation of the cooling and heating medium between the hot and cold adsorber 
helps recover the sensible heat of the hot adsorber and increasing the thermal efficiency 
of the system (Wang et al., 2010). 

Phase 3 (Adsorption/Desorption): Adsorber A now begins to adsorb refrigerant 
vapour while hot water begins to flow through the charged adsorber B for desorbing it. 
The process continues as in phase 1.  

Phase 4 (Heat recovery): Immediately after phase 3, the 3-way-mixing valves are 
repositioned such that the recooling water now enters the adsorber B which was 
desorbed in phase 3. The process continues as in phase 2.  

 AdC functional tests 

Step-responses, hydraulic checks, and commissioning tests were used to establish the 
AdC’s operational parameters and interpret the complex physical interactions from an 
engineering perspective. 

As an example, results from a test started with a homogeneous initial temperature of 
82 °C in the HTES, 17 °C in the CTES, no charging (discharging) of HTES (CTES), and using 
a 7-minute average to filter the AdC’s periodic behaviour are shown in Fig. 4-11 and  
Fig. 4-12.  

Fig. 4-11 (a) indicates four temperatures in the CTES (𝑇CT1 to 𝑇CT4 with 𝑇CT1 at the 
bottom) and nine temperatures in the HTES (𝑇HT1 to 𝑇HT9 with 𝑇HT1 at the bottom). 
The feed-line and return-line temperatures in the high temperature (𝑇f,AdC,H & 𝑇r,AdC,H) 
and low temperature circuits (𝑇f,AdC,L & 𝑇r,AdC,L) are also represented. The AdC is 
switched on at Time = 10 min. 
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Hydraulic connection of AdC to the tanks and their thermal stratification: 𝑇f,AdC,H enters 

the bottom of the HTES while 𝑇r,AdC,H is extracted from a layer between 𝑇HT8 and 𝑇HT7
1. 

The characteristic thermal stratification behaviour is observed in the two tanks as they 
cool down with lower layers cooling faster and a shifting thermocline.  
A big thermocline is formed between 𝑇HT7 and 𝑇HT9 after 150 minutes since 𝑇HT9 is not 
used by the AdC. The stratification in CTES is not large because the temperature 
difference in the low-temperature circuit is smaller.  

Dampening of AdC’s cyclic behaviour in the tanks: Although an average is used for the 
𝑇f,AdC,H, cyclic behaviour of the AdC is still noticed and is dampened due to the buffer 
effect of the mass of water in that layer. The dampening effect is evident with the lower 
change-of-value in the corresponding tank temperature𝑇HT1. Similarly, cyclic behaviour 
in the feed-line of the low temperature circuit 𝑇f,AdC,Lis dampened in the corresponding 
CTES layer 𝑇CT1. This information is of high relevance for modelling the component and 
is significantly handled later in this section.  

Shut-down phase has negligible effect on tank temperatures: The machine is switched 
off at Time = 236 min, following which the circuit temperatures change due to the 
machine’s shut-down phase but have a negligible effect on the tank temperatures. 

The 7-minute averages of thermal powers in the three circuits are shown in  
Fig. 4-11 (b). 

No significant cooling in start-up phase: Subsequent to switching the AdC on at  
Time = 10 min, the start-up phase of the machine runs until approx. Time = 22 min. In 
these 12 minutes the driving power in the high temperature circuit 𝑃th,AdC,H, shown in 
red, is very high in comparison to the cooling power 𝑃th,AdC,L, shown in blue.  

Performance at nominal capacities: Once the normal operation starts from  
Time = 23 min then the 𝑃th,AdC,L is closer to the nominal capacities of the machine. Up to 
Time = 105 min the conditions for 𝑇r,AdC,H and 𝑇r,AdC,L are favourable and the 𝑃th,AdC,L is 
highest. 𝑃th,AdC,H is approximately twice of 𝑃th,AdC,L indicating a coefficient of 
performance (COP) in the region specified by manufacturer. 

                                                                    

1 A retrofit construction in the HTES in Autumn 2017 now facilitates extraction of hot water between 𝑇HT9 and 𝑇HT8  
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Fig. 4-11 (a) AdC’s circuit temperatures with corresponding HTES and CTES temperatures (b) Thermal 
powers in the three AdC circuits. Data from a test on 12th May 2017 starting at 10:51 (Time = 0 min) 

Longer cycle times during part-load operation: As the test proceeds the HTES and CTES 
are cooled down and unfavourable conditions arise. The 𝑃th,AdC,H and 𝐶𝑂𝑃AdC reduces 
and to compensate loss of capacity, the cycle time and switching time between cycles are 
elongated by the internal controller of the machine. Under favourable conditions almost 
2 cycles are completed in 15 minutes, for instance, the three peaks between Time = 45 
min and 75 min. Under unfavourable conditions only 1 cycle is completed every 15 
minutes, e.g. the operation between Time = 165 to 180 min.  

Heat extraction to environment through OC: The combined heat of liquefaction and 
exothermic adsorption is extracted to the environment through the OC over the medium 
temperature circuit and is approximately equal to the sum of energies flowing in the high 
temperature and low temperature circuits. This information is further investigated at 
end of this section.  
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No cooling in shut-down phase: The shut-down phase or end-phase lasting ca.  
3 minutes after the machine is switched off at Time = 236 min is also shown. The 𝑃th,AdC,H 
and 𝑃th,AdC,M are active for finally desorbing both modules while no cooling is produced. 

 

Fig. 4-12 (a) Electrical power consumption during AdC operation (b) Volume flows during AdC 
operation. Data from a test on 12th May 2017 starting at 10:51 (Time = 0 min) 

The electrical consumption and volume flows during the AdC’s operation are recorded 
in Fig. 4-12. 

Constant electrical consumption and volume flows: The low electrical consumption of 
the AdC is seen in Fig. 4-12 (a) with a constant 𝑃el,AdC of 0.2 kWel coming mostly from the 
three internal pumps generating volume flows �̇�AdC,L = 1.7 m³/h, �̇�AdC,M = 4.3 m³/h, and 
�̇�AdC,H = 1.3 m³/h as shown in Fig. 4-12 (b). These values are close to their nominal 
values given in Table 4-1 and are mostly constant during plant operation. Fluctuations 
occur shortly during a phase change controlled internally by the embedded AdC 
controller. 

Auxiliary consumption: The embedded controller also regulates the speed of the OC, 
which then consumes electricity 𝑃el,OC between 1.38 kWel and 0.04 kWel1. The system 
separation pump produces a volume flow  �̇�OC = 4.9 m³/h in the OC circuit. The auxiliary 

                                                                    

1 The new recooler installed in Summer 2018 consumes a maximum Pel,OC,max of 0.9 kWel and minimum of 0.1 kWel 
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consumption of the plant, 𝑃el,aux including the pump in the system separation unit is 
approx. 0.5 kWel during AdC operation.  

Active volume flows in end-phase: After the AdC is switched off, �̇�AdC,L is immediately 
0 m³/h but �̇�AdC,H, �̇�AdC,M, and �̇�OC are active for a few more minutes. This corresponds 
to the end-phase behaviour of the machine and correspondingly minimal electrical 
consumption is noticed. 

Dampening of the cyclic behaviour and energy balance between three circuits:  
The dampening of the cyclic behaviour due to the buffer effect of water storage and 
release of liquefaction and adsorption heat to the environment are important patterns 
from the modelling perspective. The earlier pattern is described in detail in Fig. 4-13 and 
the latter in Fig. 4-14.  

In Fig. 4-13 (a), direct values of 𝑇f,AdC,H are shown to highlight its vast fluctuations or 
high change-of-value due to the AdC’s cyclic operation. The water enters the HTES at the 
bottom corresponding to 𝑇HT1 but the change-of-value in this layer is not as high.  
The relative change-of-value (RCV) between two continuous measurements of 𝑇f,AdC,H  
and 𝑇HT1 was analysed for almost 24 hours of steady state operational data and is 
summarised in Fig. 4-13 (b). It is observed that only 35% of the data for 𝑇f,AdC,H  had a 
RCV of less than 1% and 18% of data has a RCV of more than 9% especially when the 
phases changed. On the other hand, irrespective of the operation phase the RCV for 𝑇HT1 
is mostly lower than 1% expressing the strong reduction in fluctuations and 100% of the 
data is lower than 3% as noticed in the cumulative curves. 
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Fig. 4-13 (a) Measurements of AdC outlet temperatures connected to THT1 (𝑇𝑓,𝐴𝑑𝐶,𝐻) and TCT1 (𝑇𝑓,𝐴𝑑𝐶,𝐿)  
(b) Number of data points and cumulative frequency for the relative change-of-value (RCV) between 
two continuous measurements of 𝑇𝑓,𝐴𝑑𝐶,𝐻 and 𝑇𝐻𝑇1 for 24 hours of steady state data  

In Fig. 4-14, the 7-minute average thermal powers in the recooler circuit or medium 
temperature circuit 𝑃th,AdC,M, in the high temperature circuit 𝑃th,AdC,H, and low 
temperature circuit 𝑃th,AdC,L are shown. It is noticed that 𝑃th,AdC,M at a given point in time 
is approximately equal to the sum of 𝑃th,AdC,H and 𝑃th,AdC,L. More importantly, the 
absolute error for energy balance in the three circuits  

(|𝑄th,AdC,M − (𝑄th,AdC,H + 𝑄th,AdC,L)|) for almost 24 hours of steady state operational 

data is less than 1.2%. 
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Fig. 4-14 Thermal power balance in the three AdC circuits 

 AdC model 

The modelling of an AdC’s internal dynamics is extremely complex and has been 
included only in a few models as shown in Table 4-6. Then again, the complexity of these 
models makes them ineffective for a system-wide optimisation and simplified models 
should be developed. On the other extreme, a highly simplified linear energy balance 
model that assumes a constant COP does not capture the part-load behaviour of the 
machine, which is highly dependent on its inlet temperatures (Zhao et al., 2015). As seen 
in Chapter 3, a balance of complexity and accuracy must be achieved to develop a 
practical AdC model that is part of an entire system being optimally scheduled. Using the 
knowledge gained from the above experiments, an information flow diagram for the 
model of an AdC was prepared as shown inFig. 4-15.  

 

Fig. 4-15 Information flow diagram of the AdC model with reduced parameters and its switch as input 
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Based on the functional tests and the literature research, the following important 
assumptions for the modelling of this component were made: 

• for typical AdC based trigeneration systems, adequate storage (hot and cold) 
capacities are often planned and these smoothen the cyclic temperature pattern due 
to their damping effect, thus making it unnecessary to model this pattern in detail 
(Bürger et al., 2017; Sawant and Pfafferott, 2017), 

• the thermal power in the recooler circuit 𝑃th,AdC,M is approximately equal to the sum 
of thermal power in the high temperature circuit 𝑃th,AdC,H and the cooling power 
𝑃th,AdC,L (Bürger et al., 2017; Sawant and Pfafferott, 2017), 

• manufacturer’s catalogues of widely used industrial AdCs provide characteristic 
curves for cooling capacity and COP depending on inlet temperatures in the three 
circuits (Fahrenheit GmbH, 2014; Invensor GmbH, 2019). 

Considering the above findings and assumptions, regression analysis was applied to 
fit the cooling power and COP of the AdC as second degree functions of the three inlet 
temperatures as shown in (4.6) and (4.7) respectively. 

𝑃th,AdC,L = 𝑎1 + 𝑎2𝑇r,AdC,L + 𝑎3𝑇r,AdC,H + 𝑎4𝑇r,AdC,M + 𝑎5𝑇r,AdC,L𝑇r,AdC,H +

𝑎6𝑇r,AdC,H𝑇r,AdC,M + 𝑎7𝑇r,AdC,L𝑇r,AdC,M + 𝑎8𝑇r,AdC,L
2 + 𝑎9𝑇r,AdC,H

2 + 𝑎10𝑇r,AdC,M
2  (4.6) 

𝐶𝑂𝑃AdC = 𝑏1 + 𝑏2𝑇r,AdC,L + 𝑏3𝑇r,AdC,H + 𝑏4𝑇r,AdC,M + 𝑏5𝑇r,AdC,L𝑇r,AdC,H +

𝑏6𝑇r,AdC,H𝑇r,AdC,M + 𝑏7𝑇r,AdC,L𝑇r,AdC,M + 𝑏8𝑇r,AdC,L
2 + 𝑏9𝑇r,AdC,H

2 + 𝑏10𝑇r,AdC,M
2  (4.7) 

The coefficients of regression 𝑎1to 𝑎10 and 𝑏1to 𝑏10 were found by using the empirical 
data from manufacturer’s data sheets shown in Fig. 4-16 and the values for the 
regression coefficients are given in the Appendix D. 
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Fig. 4-16 Empirical data of AdC cooling power and COP at different inlet temperatures in the three 
circuits 

It is noticed that the 𝑃th,AdC,L and 𝐶𝑂𝑃AdC tend to reduce with increasing 𝑇r,AdC,M and 
lower 𝑇r,AdC,L and 𝑇r,AdC,H. The data collected during functional tests also represented 
this behaviour (cf. Section 4.5.1).  

The results of the regression analysis to minimise the sum of normalised squared error 
(SNSE) are summarised in Fig. 4-17.  

 

Fig. 4-17 Results of regression analysis for measured AdC data 

Using the values of 𝑃th,AdC,L and 𝐶𝑂𝑃AdC the thermal input to the machine 𝑃th,AdC,H was 
calculated with (4.8) and the assumption regarding 𝑃th,AdC,M resulted in (4.9).  
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 𝑃th,AdC,H =
𝑃th,AdC,L 

𝐶𝑂𝑃AdC 
 (4.8) 

 𝑃th,AdC,M = 𝑃th,AdC,H + 𝑃th,AdC,L (4.9) 

Using the calculated thermal powers and applying the first law of thermodynamics, 
the feed-line temperatures for each circuit were calculated as in (4.10), (4.11), and 
(4.12). 

 𝑇f,AdC,L = 𝑇r,AdC,L −
𝑃th,AdC,L

𝜌w�̇�AdC,L𝑐𝑝,w
 (4.10) 

 𝑇f,AdC,H = 𝑇r,AdC,H −
𝑃th,AdC,H

𝜌w�̇�AdC,H𝑐𝑝,w
 (4.11) 

 𝑇f,AdC,M = 𝑇r,AdC,M +
𝑃th,AdC,M

𝜌w�̇�AdC,M𝑐𝑝,w
 (4.12) 

The volume flows in the three circuits �̇�AdC,L, �̇�AdC,M, and �̇�AdC,H are constant 
parameters of the model. A division by zero was avoided by using these constant volume 
flows instead of actual mass flows in the equations above. The actual mass flows in the 
three circuits were calculated using (4.5) shown earlier and were zero when the machine 
was off. 

The AdC’s electrical consumption was calculated with (4.13).  

 𝑃el,AdC = 𝑆AdC𝑃el,AdC,nom (4.13) 

4.6 Combined heating and power (CHP) 

The combustion engine CHP is of the type “Dachs HR5.3” by SenerTec GmbH 
(SenerTech GmbH, 2014) and operates on fuel-oil. A single cylinder (580 cm³), 4-stroke 
Otto-cycle engine drives an asynchronous electrical generator converting mechanical 
energy to electricity (Fig. 4-18). The waste heat produced by the engine and the 
generator is transferred to cooling water that is circulated in a closed circuit by the 
internal cooling pump into the HTES. The CHP works parallel to the grid, always 
generating electricity and heat simultaneously. VDE-AR-N 4105 standards are followed 
to supervise the electricity feed-in to the grid using an embedded controller.  
The controller also maintains the electrical safety system, fuel input, and cooling water 
volume flow.  
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Fig. 4-18 Basic process of a combustion engine CHP1 

 CHP functional tests 

The results of a sample functional test started with a homogeneous initial temperature 
of 21 °C in the HTES are shown in Fig. 4-19. 

The response of thermal power 𝑃th,CHP and electrical power 𝑃el,CHP is shown in 
Fig. 4-19 (a).  

Quasi-static response of electrical power: The CHP is switched on at Time = 11 min. 
The 𝑃el,CHP in blue has a quasi-static response and approximately reaches its nominal 
value 𝑃el,CHP,nom of 5.3 kWel after 7 minutes of operation. This includes a 25 seconds 
delay time due to the internal start-up checks by the embedded controller. 

Slow dynamic response of thermal power:  𝑃th,CHP in red displays a slow dynamic as it 
approximately reaches its nominal value 𝑃th,CHP,nom of 10.5 kWth after almost 60 minutes 
of operation. This is a typical PT-1 first order lag behaviour often demonstrated by 
thermal systems (Diehl, 2019).  

Fig. 4-19 (b) indicates the nine temperatures in the HTES (𝑇HT1 to 𝑇HT9 with 𝑇HT1 at 
the bottom) as solid lines. The feed-line and return-line temperatures in CHP-HTES 
circuit (𝑇f,CHP & 𝑇r,CHP) are also represented as dashed lines. 𝑇f,CHP increases rapidly 
from 21 °C to 65 °C after 5 minutes of turning on the CHP and then plateaus out to 72 °C 
till Time = 60 min. 

                                                                    

1 This figure by unknown author is used under the CC-BY-SA license. 
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Hydraulic connection of CHP to HTES and thermal stratification: The hot 𝑇f,CHP enters 
the top of the HTES (above 𝑇HT9) while cold 𝑇r,CHP is extracted from the bottom (below 
𝑇HT1). The characteristic thermal stratification behaviour is observed during heating of 
the HTES with higher layers heating first and a shifting thermocline.  

Embedded controller adjusts cooling water volume flow: Until Time = 446 min, the 
embedded controller maintains a temperature difference of almost 50 °C in the feed-line 
and return-line by controlling the coolant volume flow �̇�CHP. A second stratification step 
is observed as the 𝑇HT1 increases after all above layers are heated and the 𝑇f,CHP increases 
further to around 80 °C. The �̇�CHP also increases with a higher 𝑇r,CHP due to the internal 
control logic.  

Safety shut-down: After the 𝑇r,CHP > 74 °C at Time = 728 min the internal controller 
shuts-down the CHP due to overheating risks even though the 𝑆CHP is 1. A mixing of 
stratified temperatures occurs as the cooling pump continues circulating water for 
emergency cooling of the CHP.  

Constant fuel consumption: The CHP consumes 1.8 l/h of fuel-oil immediately after it 
is turned on and has a constant fuel consumption (SenerTech GmbH, 2014). However, 
for the scope of this work the fuel consumption is calculated based on a gas CHP and 
using the nominal power outputs and higher calorific value (HCV) of 12 kWh/m³ 
(Bundesnetzagentur, 2019), a constant gas consumption �̇�fuel of 1.4 m³/h is used instead 
of fuel-oil consumption. 
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Fig. 4-19 (a) Electrical and thermal power of CHP. Data from a test on 09th May 2017 starting at 11:51  
(Time = 0 min). (b) CHP’s circuit temperatures, volume flows, and corresponding HTES temperatures 

 CHP model 

Most models used for optimisation (Table 4-6) do not integrate the control logic or 
dynamic behaviour identified in experiments above and are simply linear fits of apriori 
data. Some models use the black-box approach requiring many high-quality data sets for 
parameterisation thus making it difficult to generalise the models for other systems. 
Another approach is to depict the dynamic behaviour through a mass and energy balance 
over the engine block and the heat exchanger, thereby increasing the number of system 
states and parameters (complexity) for modelling the CHP. An information flow diagram 
for the CHP model is shown in Fig. 4-20. 
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Fig. 4-20 Information flow diagram of the CHP model with its switch as input 

Based on experimental work and previous literature research, following assumptions 
were made: 

• the delay time of ca. 25 seconds for electrical output after start-up can be neglected 
since the length of the sampling time and forecast horizon for a 15-minute 
electricity price based MPC is significantly larger than the delay time interval itself,  
• part-load behaviour is negligible and constant efficiencies can be assumed if an 

internal controller improves the micro-CHP’s performance especially for 
optimisation of systems using thermal storages (Zhou et al., 2013), 
• higher calorific value of fuel 𝐻𝐶𝑉fuel is used for calculation, 
• a complete combustion of fuel occurs in the CHP. 

Considering the above findings and assumptions, the internal controller of the CHP 
was modelled as shown in (4.14). 

 �̇�CHP = 𝑐1 + 𝑐2𝑇r,CHP + 𝑐3𝑇r,CHP
2  (4.14) 

The coefficients of regression 𝑐1to 𝑐3 were found by using experimental data over  
77 hours of CHP operation with different initial temperatures and cold and warm starts 
and their values are given in the Appendix D. Most data available for 𝑇r,CHP was between 
15 - 25 °C and 30 - 45 °C and the fit of �̇�CHP

∗  for using this data is seen in Fig 4-21.  
These are indeed the typical return-line temperatures to be expected during CHP 
operations when connected to a HL. 
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Fig. 4-21 Regression fit of CHP’s volume flow against the return-line temperature 

The results of the regression analysis to minimise the SNSE are summarised in 
Fig. 4-22. 

 

Fig. 4-22 Results of regression analysis for CHP volume flow fit 

The dynamic behaviour of the CHP was modelled as shown in (4.15):  

 
d𝑃th,CHP

d𝑡
=

𝑃th,CHP,nom𝑆CHP− 𝑃th,CHP

𝑑1
 (4.15) 

Here 𝑑1represents the average time-constant of the CHP system that was determined 
by performing step-response analysis over multiple tests with varying initial 
temperatures. The manipulated variable was 𝑆CHP and controlled variable or system 
output was 𝑃th,CHP. Results of a sample step-response test are shown in Fig. 4-23.  
A time-constant 𝑇s,CHP of 660 seconds (11 minutes), delay time 𝑇t,CHP of 300 seconds  
(5 minutes), and a gain 𝐾s,CHP of 10.2 kWth (approximately equal to 𝑃th,CHP,nom) are 
observed.  
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Fig. 4-23 Example of a step-response anaylsis for the CHP conducted on 09th May 2017 with delay time, 
time constant, and gain for the 𝑃𝑡ℎ,𝐶𝐻𝑃 response 

Using the calculated thermal power and volume flow and applying the first law of 
thermodynamics the feed-line temperature was calculated as in (4.16) 

 𝑇f,CHP = 𝑇r,CHP + 
𝑃th,CHP

𝜌w�̇�CHP𝑐𝑝,w
 (4.16) 

The mass flow going to the HTES was calculated using (4.5) shown earlier and the 
electrical production of the CHP 𝑃el,CHP using (4.17) below: 

 𝑃el,CHP = 𝑆CHP𝑃el,CHP,nom (4.17) 

Furthermore, the fuel consumed by the CHP was calculated using (4.18). This 
formulation aids in generalising the type of fuel that could be used in the simulation.  

 �̇�fuel = 𝑆CHP
𝑃el,CHP,nom+𝑃th,CHP,nom

𝐻𝐶𝑉fuel(ƞel,nom+ƞth,nom)
 (4.18) 

4.7 Outdoor coil (OC) and heat exchangers (HX) 

The OC is principally a dry-cooling tower with three variable-speed fan motors 
consuming a total 𝑃el,OC,max of 0.9 kWel at their maximum speed 𝑅𝑃𝑀OC,max of 480 RPM 
(see. Appendix B). The actual speed of the fans 𝑅𝑃𝑀OC can be controlled with a 0 – 10 
volt signal 𝑉OC,set. The fluid in the circuit is a 34% glycol-water mixture (brine).  
The OC is the heat-sink for the condenser of the chillers and the heat-source for the 
evaporator of the heat pump (cf. Fig. 4-8). Depending on the currently active operation 
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mode i.e. the currently connected machine, the OC volume flow �̇�OC has different but 
constant magnitudes. 

Assuming the OC to be a cross flow air-fluid heat exchanger and assuming: 

• homogeneous air flow, 
• negligible effect of the instantaneous variations of air speed on the pressure, 
• no pressure loss, 
• constant overall heat transfer coefficient, 

the OC model was derived from the number of transfer units – effectiveness (NTU-ε) 
method (Bergman et al., 2011). The NTU-ε method gives the effectiveness of a heat 
exchanger depending on the maximum possible heat transfer that can be hypothetically 
achieved. An information flow diagram for the OC model is shown in Fig. 4-24.  

 

Fig. 4-24 Information flow diagram of the OC using 𝑁𝑇𝑈 − 𝜀 method 

The maximum possible thermal power of the OC 𝑃th,OC,max is based on the maximum 
possible temperature difference and was calculated using (4.19). 

 𝑃th,OC,max = 𝐶min(𝑇r,OC − 𝑇amb) (4.19) 

𝑇r,OC is the temperature of hot fluid entering the OC and 𝑇amb is the cooler ambient 
temperature. 𝐶min(𝐶max) is the smaller (larger) out of the two heat capacity rates 𝐶h and 
𝐶c. These are the heat capacity rates for the hot (brine) and cold (air) fluids respectively 
and were calculated as shown in equations (4.20) and (4.21). 

 𝐶h = �̇�OC𝑐𝑝,b (4.20) 

 𝐶c = �̇�air𝑐𝑝,air (4.21) 

Where, 𝑐𝑝,airand 𝑐𝑝,b are the specific heat capacities of air and brine respectively. 

While, �̇�air and �̇�OC are their actual mass flows. 

The effectiveness of the OC 𝜀OC was calculated using (4.22), where the 𝑁𝑇𝑈OC and ratio 
of the heat capacity rates 𝐶r were calculated by (4.23) and (4.24). 
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 𝜀 =
1−exp [−𝑁𝑇𝑈(1−𝐶r)] 

1−𝐶rexp [−𝑁𝑇𝑈(1−𝐶r)] 
 (4.22) 

 𝑁𝑇𝑈 =
𝑈OC𝐴OC

𝐶min
 (4.23) 

 𝐶r =
𝐶min

𝐶max
 (4.24) 

The actual thermal power in the OC circuit 𝑃th,OC was calculated using (4.25) and an 
energy balance gave the two outlet temperatures from (4.26) and (4.27). 

 𝑃th,OC = 𝜀 𝑃th,OC,max (4.25) 

 𝑇f,OC = 𝑇r,OC −
𝑃th,OC

𝐶h
  (4.26) 

 𝑇f,air = 𝑇amb +
𝑃th,OC

𝐶c
 (4.27) 

Additionally, assuming a constant efficiency, a constant fan diameter, and fan speed to be 
linearly proportional to the volt signal, the fan laws were applied to simulate the 
relationship between the 𝑅𝑃𝑀OC, �̇�air, and electrical power consumed by the OC 𝑃el,OC 
as shown in (4.28), (4.29), and (4.30) (Mitchell and Braun, 2013).  

 𝑅𝑃𝑀OC =
𝑅𝑃𝑀OC,max𝑉OC,set

𝑉OC,set,max
 (4.28) 

 �̇�air =
𝑅𝑃𝑀OC�̇�air,max

𝑅𝑃𝑀OC,max
 (4.29) 

 𝑃el,OC =
𝑅𝑃𝑀OC

3 𝑃el,OC,max

𝑅𝑃𝑀OC,max
3  (4.30) 

The model for cross-flow metal plate HXs installed to separate the glycol-water and 
water only circuits (Appendix B) was developed analogous to the OC model and 
following assumptions were made:  

• no pressure loss, 
• constant overall heat transfer coefficient. 

The total heat exchanger area 𝐴HX and the overall heat transfer coefficient 𝑈HX are the 
only two parameters for this model as shown in its information flow diagram in Fig. 4-25.  

 

Fig. 4-25 Information flow diagram of the HX using 𝑁𝑇𝑈 − 𝜀 method 

The model was developed as an object in OpenModelica and implemented once for 
each heat exchanger in the system.  
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4.8 Reversible heat pump (RHP) 

The air-water-electricity RHP is of type “EWWP/014/KBW/1N” by Daikin Air 
Conditioning GmbH and operates on the principle of a vapour compression cycle 
(Daikin Europe, 2016). The machine can be operated as a compression chiller (CC) or as 
a heat pump (HP).  

The major characteristic of this process is the use of refrigerants (here R407c) that 
extract highest possible latent heat of vaporisation from the medium (here water) to be 
cooled at the vaporisation temperature or transfer liquefaction heat at condensation 
temperature to the medium being heated. A compressor (here electric hermetic scroll 
compressor) provides the work input and refrigerant transport. The heat sink or source 
(here air over OC) is used in CC or HP modes, respectively.  

Block flow diagrams for the operation of the RHP in CC mode and HP mode are shown 
in Fig. 4-26 and Fig. 4-27. The switching of modes is achieved though external hydraulic 
switching valves (see Appendix B). 

 

Fig. 4-26 Block flow diagram for CC operation at INES with external hydraulic switching  

In the CC mode, the liquid refrigerant evaporates at low pressure and temperature in 
the evaporator (cross-flow plate heat exchanger) using the required heat from the 
cooling load. The compressor draws this refrigerant vapour out of the evaporator via a 
suction pipe and compresses gaseous refrigerant into the condenser at high pressure and 
temperature. In the condenser, the hot-gas transfers its heat to the air-cooled glycol-
water mixture and condenses. The latent heat of vaporization and the compressor work 
that has been converted to heat is dissipated here and the liquid refrigerant is then 
usually routed to a liquid collector. An expansion valve reduces the high-pressure liquid 
refrigerant to low pressure prevailing in the evaporator and controls the charging of the 
evaporator under the various load conditions.  
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Fig. 4-27 Block flow diagram for HP operation at INES with external hydraulic switching  

In the HP mode, the very low vaporisation temperature of a refrigerant is exploited by 
reversing the cycle and connecting the evaporator to the ambient (over OC).  
For instance, low temperature ambient air provides sufficient energy for vaporisation 
because R407c evaporates at -10 °C at 3.5 bar (Siemens Building Technologies, 2018).  
In the next step, refrigerant vapour is compressed for increasing its condensation point 
so that greater liquefaction heat can be carried away by the heating medium (water) for 
the heating load. Downstream from the condenser, the refrigerant is completely liquefied 
but still at a high pressure. The pressure is dissipated using an expansion valve, and the 
process cycle begins again. 

The volume flows of the mediums in the evaporator and condenser circuits are 
maintained by external pumps and are not controlled under the scope of this work.  
These are kept constant for simplicity of control and to maintain the values closest-
possible to the recommended nominal flows (Table 4-1).  

Two important heat pump operating limits are defined by the minimum permissible 
vaporisation pressure and maximum permissible condensation pressure of the 
refrigerant. These limits are maintained by low-pressure and high-pressure safety 
pressostats in the evaporator and condenser circuits. These situations can typically arise 
when sufficient heat is not available to provide the vaporisation energy or the heating 
load is not high enough to extract the condensation heat. The minimum permissible 
vaporisation pressure depends on the compressor ratio and the heat source 
temperature. For instance, if using water in the evaporator circuit the vaporisation 
temperature must be above 0°C to avoid icing. The maximum permissible condensation 
pressure for R407c is restricted to 22 bar in practice and corresponds to a maximum 
heating water temperature of 50 °C (Siemens Building Technologies, 2018). 

Due to the above physical restrictions, the operating limits of the HP mode at INES are 
lowest permissible evaporator inlet of 10 °C and highest permissible condenser outlet of 
50 °C. This corresponds to an ambient temperature higher than 12 °C and HTES 
temperature lower than 45 °C for the HP operation.  
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 CC and HP functional tests 

An example of a functional test done to characterise the operation of the CC in 
collaboration with the CTES (homogeneous initial temperature = 31.5 °C), CL, and OC is 
shown in Fig. 4-28.  

Fig. 4-28 (a) indicates four temperatures in the CTES (𝑇CT1 to 𝑇CT4 with 𝑇CT1 at the 
bottom). The feed-line and return-line temperatures in the low-temperature evaporator 
circuit (𝑇f,CC,e & 𝑇r,CC,e) are also represented. The CC is switched on at Time = 04 min. 

Hydraulic connection of CC to the CTES and thermal stratification: 𝑇f,CC,e enters the 
bottom of the CTES while 𝑇r,CC,e is extracted from the top layer. The characteristic 
thermal stratification behaviour is observed where the lower layer in CTES cools first. 
However, the stratification in CTES is not large because the temperature difference 
between feed-line and return-line is around 5 K.  

Cooling capacity depends on inlet temperatures: The thermal powers in the two circuits 
are given in Fig. 4-28 (b). It is observed that a steady state is reached within  
10 minutes of operation. The cooling power 𝑃th,CC,e is significantly higher than the 
𝑃th,CC,e,nom until Time = 110 min as the CTES temperatures are higher than nominal 
operation range of the machine. With cooling of the CTES the 𝑇f,CC,e is in its nominal range 
from 15 °C to 10 °C and correspondingly the 𝑃th,CC,e ≈ 𝑃th,CC,e,nom. However, a reduction 
in 𝑃th,CC,e is observed as inlet temperatures in the CC reduces. 

Shut-down phase has negligible effect on tank temperature: The CC is switched off at 
Time = 190 min, following which the circuit temperatures begin to equalise due to 
temporary volume flow during the machine’s shut-down phase but have a negligible 
effect on the tank temperatures. 
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Fig. 4-28 (a) CC’s low temperature (evaporator) circuit with corresponding CTES temperatures (b) 
Thermal powers in the medium temperature (condenser) and low temperature (evaporator) circuit of 
the compression chiller. Data from a standard test done on 24th Aug 2017 starting at 12:58 (Time = 0 
min) 

The electrical consumption and volume flows during the CC’s operation are recorded 
in Fig. 4-29.  

Quasi-static behaviour of electrical consumption and high energy efficiency ratio (EER): 
In Fig. 4-29 (a) the electrical consumption of the RHP  𝑃el,RHP reaches a steady state 
within 2 minutes of operation. Electrical consumption of OC 𝑃el,OC depends on the 
operation of the OC with the PID controller and is noted to be a maximum 0.3 kWel during 
this test. The auxiliary consumption of the plant during CC operation 𝑃el,aux is approx. 
0.2 kWel. The high EER of the CC is evident from the average total electrical input of  
ca. 4.2 kWel, to achieve an average cooling output of ca. 15.4 kWth during the test.  

Volume flows are constant: The constant volume flows in the two circuits are seen in 
Fig. 4-29 (b), with �̇�CC,c = 2.6 m³/h and �̇�CC,e = 2.4 m³/h. The volume flows are recorded 
until Time = 191 min including the CC’s shut-down phase.  
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Fig. 4-29 (a) Electrical power consumption during CC operation (b) Volume flows during CC operation. 
Data from a standard test done on 24th Aug 2017 starting at 12:58 (Time = 0 min) 

Similar to the CC functional tests the results of a functional test for the HP with a 
homogeneous initial temperature of 19.5 °C in the HTES are shown in Fig. 4-30.  

Fig. 4-30 (a) indicates the nine temperatures in the hot tank (𝑇HT1 to 𝑇HT9 with 𝑇HT1 at 
the bottom) as solid lines. The feed-line and return-line temperatures in HP-HTES 
primary circuit (before heat exchanger) are also represented as dashed lines. The HP is 
switched on at Time = 07 min. 

Hydraulic connection of HP to HTES and limited thermal stratification: It is seen that 
the 𝑇f,HP,c increases rapidly after turning on the HP and enters the HX between the HP 
and the HTES. While 𝑇r,HP,c is the temperature returning from the HX and is almost equal 
to the temperature entering the HTES at the top. Due to technical limitations, there are 
no temperature sensors or volume flow meters in the secondary circuit  
(see Appendix B). A temperature difference of only 5 K is noticed in the feed-line and 
return-line and accordingly the thermocline is not as prominent as in CHP operation.  

Heating power depends on inlet temperatures: The thermal powers in the two circuits 
are given in Fig. 4-30 (b). A heating power 𝑃th,HP,c of around 16 kWth is measured at lower 
HTES temperatures. It degrades slightly as the tank becomes hotter and the 𝑇r,HP,c 
increases. However, the 𝑃th,HP,c is ca. 0.5 kWth lower than its nominal value 𝑃th,HP,c,nom 
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and deviation from manufacturer’s catalogue data may occur due to measurement errors 
or part-load behaviours. 

 

Fig. 4-30 (a) HP’s high temperature (condenser) circuit with corresponding HTES temperatures (b) 
Thermal powers in the high temperature (condenser) and medium temperature (evaporator) circuit of 
the heat pump. Data from test done on 25th October 2017 starting at 14:19 (Time = 0 min) 

The electrical consumption and volume flows during the HP’s operation are recorded 
in Fig. 4-31. 

Quasi-static response of electrical consumption and constant volume flows:  
The electrical powers have a quasi-static response and reach nominal values after  
1 minute of operation. In the HP mode, OC runs at its maximum speed consuming 
maximum 𝑃el,OC of 1.4 kWel1 and 𝑃el,aux is approx. 0.63 kWel. The pumps generate 
constant volume flows of �̇�HP,c = 2.7 m³/h, �̇�HP,e = 2.4 m³/h, and �̇�OC = 4.8 m³/h as 
shown in Fig. 4-31 (b). 

                                                                    

1 The new recooler installed in Summer 2018 consumes a maximum Pel,OC,max of 0.9 kWel 
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Fig. 4-31 (a) Electrical power consumption during HP operation (b) Volume flows during HP operation. 
Data from test done on 25th October 2017 starting at 14:19 (Time = 0 min) 

Power balance over three circuits: As expected, the thermal power in the condenser 
circuit was almost equal to the sum of the thermal power in the evaporator circuit and 
the electrical consumption. This was examined in further detail to achieve possible 
simplification of the models.  

The results of this analysis are illustrated in Fig. 4-32. During HP mode the evaporator 
circuit has medium temperature and condenser circuit has high temperature. During CC 
mode the evaporator circuit has low temperature and condenser circuit has medium 
temperature.  

In Fig. 4-32 (a), the thermal power in the condenser circuit 𝑃th,RHP,c and the sum of the 
thermal powers in the evaporator 𝑃th,RHP,e and electrical power input 𝑃el,RHP is shown.  
It is noticed that 𝑃th,RHP,c at a given point in time is approximately equal to the sum of 

𝑃th,RHP,e  and 𝑃el,RHP. The absolute error between them (|𝑃th,RHP,c − 𝑃th,RHP,e  +

𝑃el,RHP )|) was analysed for almost 18 hours of steady state operational data and is 

summarised in Fig. 4-32 (b). It is observed that the maximum absolute error is 2.5 kWth 
but almost 98.5% of the data has an absolute error less than 1.5 kWth. 
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Fig. 4-32 (a) Power balance for the RHP irrespective of mode (b) Frequency and cumulative % for the 
absolute error between 𝑃𝑡ℎ,𝑅𝐻𝑃,𝑐 and the sum of 𝑃𝑡ℎ,𝑅𝐻𝑃,𝑒 and 𝑃𝑒𝑙,𝑅𝐻𝑃for 18 hours of steady state data 

 CC and HP models 

In the literature study, modelling approaches were identified that use manufacturer’s 
data tables or data that is available during the commissioning of these machines 
(Table 4-6). Operational know-how of the system gathered from the tests above was 
used to develop the information flow diagrams for the CC and HP models (Fig. 4-33). 

 

Fig. 4-33 Information flow diagram of the CC and HP models 
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Based on the functional tests and the literature research, the following important 
assumptions for the modelling of this component were established: 

• the thermal power in the condenser circuit is approximately equal to the sum of 
thermal power in evaporator circuit and the power input (Sawant et al., 2018) 

• manufacturer’s catalogues of widely used industrial RHPs provide characteristic 
curves for cooling capacity, heating capacity and power input depending on 
evaporator and condenser inlet temperatures (Daikin Europe, 2016) 

Using empirical data second degree equations like (4.31), (4.32), and (4.33) were fit 
by performing polynomial regression for calculating the heating power  𝑃th,HP,c, cooling 
power 𝑃th,CC,e and power consumption 𝑃el,RHP respectively as a function of the inlet 
temperatures. 𝑃el,RHP was calculated based on the evaporator and condenser inlet 
temperatures of the particular mode. The equations capture the part-load behaviour of 
the machine as a function of the inlet temperatures.  

 𝑃th,HP,c = 𝑒1 + 𝑒2𝑇r,HP,e + 𝑒3𝑇r,HP,c + 𝑒4𝑇r,HP,e𝑇r,HP,c + 𝑒5𝑇r,HP,e
2 + 𝑒6𝑇r,HP,c

2  (4.31) 

 𝑃th,CC,e = 𝑓1 + 𝑓2𝑇r,CC,e + 𝑓3𝑇r,CC,c + 𝑓4𝑇r,CC,e𝑇r,CC,c + 𝑓5𝑇r,CC,e
2 + 𝑓6𝑇r,CC,c

2  (4.32) 

𝑃el,RHP = 𝑆RHP(𝑔1 + 𝑔2𝑇r,RHP,e + 𝑔3𝑇r,RHP,c + 𝑔4𝑇r,RHP,e𝑇r,RHP,c + 𝑔5𝑇r,RHP,e
2 +

𝑔6𝑇r,RHP,c
2 ) (4.33) 

The coefficients of regression 𝑒1 to 𝑒6, 𝑓1 to 𝑓6, and 𝑔1 to 𝑔6 were found by using the data 
from manufacturer’s data sheets as plotted in Fig. 4-34 and their values are given in the 
Appendix D. It is noticed that the 𝑃th,CC,e and  𝑃th,HP,c tend to reduce and 𝑃el,RHP increases 
with increasing temperature in the condenser inlet and reducing temperature in the 
evaporator inlet. The data collected during functional tests mentioned above also 
represents this behaviour. 

 

Fig. 4-34 Empirical data of RHP: (a) cooling power, (b) heating power, and (c) power input at 
different inlet temperatures in the two circuits 

The results of the regression analysis to minimise the SNSE are summarised in  
Fig. 4-35 . 
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Fig. 4-35 Results of regression analysis for RHP data 

Considering information from Fig. 4-32 and assuming an ideal refrigeration cycle, the 
power balance for the RHP in the HP mode was calculated by (4.34) and in the CC mode 
by (4.35).  

 𝑃th,HP,e =  𝑃th,HP,c − 𝑃el,RHP  (4.34) 

 𝑃th,CC,c = 𝑃th,CC,e + 𝑃el,RHP  (4.35) 

The first law of thermodynamics was applied in each circuit to get the feed-line 
temperatures as shown below for the HP condenser circuit and the CC evaporator circuit:  

 𝑇f,HP,c = 𝑇r,HP,c + 
𝑃th,HP,c

𝜌w
3600

�̇�HP,c𝑐𝑝,b
 (4.36) 

 𝑇f,CC,e = 𝑇r,CC,e − 
𝑃th,CC,e

𝜌w
3600

�̇�CC,e𝑐𝑝,w
 (4.37) 

Where, 𝑐𝑝,b and 𝑐𝑝,𝑤  are the specific heat capacities of brine and water respectively. 

The mass flows in the two circuits were calculated using the general formulation in (4.5). 

4.9 Thermal energy storages: cold thermal energy storage (CTES) and hot thermal energy 
storage (HTES) 

The CTES and HTES are water based thermal energy storage tanks with direct heat 
transfer through multiple inputs and outputs at different heights. Different feed-line 
temperatures for various applications like domestic hot water systems or heating 
(cooling) circuits are possible and the exact details are available in Appendix B. 
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This design was chosen out of the standard product portfolio of a local engineering 
company and is widely used in small-scale energy systems (HT HelioTech GmbH, 2017).  
In the scope of this work, only the heating and cooling circuits of the tanks were used and 
domestic hot water circuits were normally closed.  

Water storage tanks are the most attractive options for building HVAC systems due to 
the abundance, low cost and good thermal properties of water. They become more 
significant as the complexity of the energy plant increases. Depending on their size and 
application scenario, a modern storage system enables combination of irregular 
renewable energies and CCHP systems by buffering any time lag between production and 
demand. They also ensure high energy efficiency and less lime scaling due to their 
capability for thermal stratifications or temperature layering (Han et al., 2009). 
Stratifications occur due to the difference in density of cold and hot water and due to 
gravitational and buoyancy effects. Water entering the tank deposits at a height 
corresponding to its temperature. Hot water being less dense rises upwards, and cold 
water with heavy density falls downwards. 

 HTES and CTES model 

The modelling of a stratified water storage is complex due to physical effects of 
thermal stratification, forced convection or laminar flows that may occur depending on 
the construction of the tank. Although complex, the simulation of stratification effects is 
important especially when performing cost-based operational optimisation 
(Campos Celador et al., 2011), as stratification is closely linked with the dynamic 
operation of the plant and its simulation increases the accuracy of the tank model.  
In most literature on optimisation of energy systems (cf. Chapter 2), mixed storage tanks 
or no storage tanks are used. However, it is highly recommended to apply at least a 
simple stratified tank model in long-term simulations like in optimal control problems 
with 24-hour horizons (De Césaro Oliveski et al., 2003). Information flow diagrams of 
the tank models are shown in Fig. 4-36.  

The model of the thermal storages in this work was adapted from a 1-D dynamic 
multilayer model using the Fourier’s equation (Eicker, 2006; Streckiene et al., 2011). 
This model summarises the complex convective and conductive flow using an effective 
vertical heat conductivity 𝜆eff. The HTES is considered as a vertically stratified cylindrical 
tank as shown in Fig. 4-37 with dimensional parameters: diameter 𝐷HT, height 𝐻HT, 
thickness of tank wall 𝑑HT and number of layers in the longitudinal direction 𝑁𝑙𝑎𝑦𝑒𝑟𝑠 

available from the data sheet (Table 4-1).  
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Fig. 4-36 Information flow diagrams for the HTES and CTES models 

An effective mass flow �̇�𝑖  for each layer is calculated depending on the balance of mass 
flows from the source circuit (subscript “s”) and load circuit (subscript “l”). If �̇�𝑖is 
positive, then energy flows from the layer above the ith layer and is interpreted by the 
binary parameter 𝛿𝑖

+ = 1, else δ𝑖
+ = 0. A negative �̇�𝑖  signifies mass flow from layer below 

the ith layer, i.e. �̇�l is greater than �̇�s and thus cooling of the ith layer occurs. It is 
considered by the parameter 𝛿𝑖

−. The parameter 𝛿𝑖
s is equal to 1 for the top most layer 

with hot water entering from the feed-line of the source circuit. Analogously, the 

parameter 𝛿𝑖
l is equal to 1 for the bottom most layer with cooler water entering from the 

return-line of the load circuit. From the user-defined dimensional parameters of the tank 
other relevant dimensional quantities such as the exterior heat transfer surface area of a 
layer 𝐴ext,𝑖 , cross-section area of a layer 𝐴𝑖 , mass of a layer 𝑚𝑖  and height of a layer 𝑧𝑖 are 
calculated as shown in (4.38) to (4.41): 

 𝑧𝑖 = 𝐻HT/𝑁𝑙𝑎𝑦𝑒𝑟𝑠 (4.38) 

 𝐴ext,𝑖 =  𝜋𝐷HT𝑧𝑖 (4.39) 

 𝐴𝑖 =  𝜋 (𝐷HT − 2𝑑HT)2/4 (4.40) 

 𝑚𝑖 =  𝐴𝑖𝑧𝑖𝜌w  (4.41) 
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Fig. 4-37 Schematic depiction of a stratified tank with hydraulic connections and layer numbering for 
simple 1-D dynamic multilayer model from the literature  

The general energy balance of each layer is then calculated as shown in (4.42). 

 𝑚𝑖𝑐𝑝
d𝑇𝑖

d𝑡
= 𝛿𝑖

s(�̇�𝑐𝑝)
s
(𝑇f,s − 𝑇𝑖) − 𝛿𝑖

l(�̇�𝑐𝑝)
l
(𝑇𝑖 − 𝑇r,l) − 𝑘𝐴ext,𝑖(𝑇𝑖 − 𝑇amb) +

𝛿𝑖
+�̇�𝑖𝑐𝑝(𝑇𝑖+1 − 𝑇𝑖) + 𝛿𝑖

−�̇�𝑖𝑐𝑝(𝑇𝑖 − 𝑇𝑖−1) +
𝐴𝑖𝜆eff

𝑧𝑖
(𝑇𝑖+1 − 2𝑇𝑖 + 𝑇𝑖−1) (4.42) 

where, 

𝑇𝑖  - temperature of ith layer (°C) 

𝑘 - overall heat transfer coefficient of the tank envelope (W/(m2∙K)) 

𝜆eff - effective vertical heat conductivity (W/(m∙K)) 

For a well-insulated steel tank k and 𝜆𝑒𝑓𝑓 were assumed to be 0.5 W/(m2∙K) and 1.5 
W/(m∙K) respectively (Eicker, 2006). However, the limitations of this approach with 
respect to the necessary characteristics for models applied in optimal control are as 
follows: 

Differentiability: Within gradient-based optimization methods, models must be 
continuous and differentiable (Bürger et al., 2018). The presence of "If-Else" statements 
within models introduces discontinuities and must be avoided. 

The formulation of the energy balance for each layer was modified to avoid the  
“If-Else” condition and replaced with a continuous formulation shown in (4.43) (Sawant 
et al., 2020a). 
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𝑚𝑖𝑐𝑝
d𝑇𝑖

d𝑡
= 𝛿𝑖

s(�̇�𝑐𝑝)
s
(𝑇f,s − 𝑇𝑖) − 𝛿𝑖

l(�̇�𝑐𝑝)
l
(𝑇𝑖 − 𝑇r,l) − 𝑘𝐴ext,𝑖(𝑇𝑖 − 𝑇amb) +

�̇�𝑖𝑐𝑝(∆𝑇down,𝑖+∆𝑇up,𝑖)

2
+

(√�̇�𝑖
2+𝜔)𝑐𝑝(∆𝑇down,𝑖−∆𝑇up,𝑖) 

2
+

𝐴𝑖𝜆eff

𝑧𝑖
(𝑇𝑖+1 − 2𝑇𝑖 + 𝑇𝑖−1) (4.43) 

where, 

∆𝑇down,𝑖 = 𝑇𝑖+1 − 𝑇𝑖  is the temperature difference between current layer and the one 
above it, whereas ∆𝑇up,𝑖 = 𝑇𝑖 − 𝑇𝑖−1 is the temperature difference in the other direction. 

Also, 𝜔 ∈ ℝ and is ≪ |�̇�𝑖|. 

For �̇�𝑖  > 0, the part “
�̇�𝑖𝑐𝑝(∆𝑇down,𝑖+∆𝑇up,𝑖)

2
+

(√�̇�𝑖
2+𝜔)𝑐𝑝(∆𝑇down,𝑖−∆𝑇up,𝑖) 

2
” takes the value ≈ 

�̇�𝑖𝑐𝑝∆𝑇down,𝑖  representing charging of tank due to downward forced convection, and for 

�̇�𝑖  < 0 the part “
�̇�𝑖𝑐𝑝(∆𝑇down,𝑖+∆𝑇up,𝑖)

2
+

(√�̇�𝑖
2+𝜔)𝑐𝑝(∆𝑇down,𝑖−∆𝑇up,𝑖) 

2
” takes the value ≈ 

−�̇�𝑖𝑐𝑝∆𝑇𝑢𝑝,𝑖  representing discharging of the tank due to an upward flow. 

The �̇�𝑖  was between 0.02 kg/s and 0.69 kg/s and a value of 2∙10-4 was presumed for 
𝜔. With a given initial temperature distribution, the differential equation is applied to 
each layer and integrated over the entire forecast horizon to calculate the analytical 
temperature distribution over that time period.  

Component design: For simplification purposes, the model in the literature assumes 
the hot source water enters at the top of the tank and is delivered to the load from the 
top of the tank. Similarly, the bottom of the tank is connected to the source and load 
circuits. In reality, the construction of a storage tank may have hydraulic connections at 
different heights of the tank and the respective layers of entry or exit of water should be 
defined accordingly. This enhances the accuracy of the model to simulate stratifications 
and also makes it adaptable to different constructions (Sawant et al., 2018).  

The formulation of the energy balance over the length of the tank was modified by 
introducing a user-defined parameter “LoadLayer”. It represents the layer from which 
water goes to the thermal loads and a differential equation is created for each section of 
the tank by implementing “For-loops” as shown in Fig. 4-38. By using this parameter, a 
particular hydraulic connection can be included in the model and this technique could be 
extended to multiple hydraulic connections at different heights of the tank. 
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Fig. 4-38 Hydraulic inputs and output of the HTES and modification of tank model based on numerical 
loops to include a user-defined parameter “Loadlayer”  

The model of the CTES was similarly developed but adapted to the reversal of flows 
between the source and load circuits. The volume flows and layering in the CTES are 
shown in a schematic diagram in Fig. 4-39.  

 

Fig. 4-39 Hydraulic inputs and output of the CTES 
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4.10 Thermal loads: load generator (LG) and test chamber (TC) 

The heating load (HL) and cooling load (CL) are generated by circulation thermostats 
or load generators (LG) of type “510w” by Huber Kältemaschinenbau AG (Huber 
Kältemaschinenbau AG, 2019) and a thermally activated building system (TABS) by 
Uponor GmbH (Babiak and Vagiannis, 2015).  

The LGs are high precision temperature (tolerance 0.01 K) control systems with 
refrigerated heating circulators. These are ideal for rapid temperature control of 
externally connected applications and have an internal adaptive control with an 
automatic switch-over between heating and cooling. The TABS in contrast are a slow 
heating and cooling system with pipes embedded in the structural concrete slabs or walls 
of two test chambers (TC) creating a thermal load of 𝑃th,TC (Pfafferott et al., 2016).  
The 𝑃th,TC is not controlled and reduces as the concrete slabs heated up (cooled down) 
in winter (summer). This load was calculated using (4.44) with constant mass flow in TC 
�̇�TC and the actual feed-line temperature going to TC 𝑇f,TC. 

The 𝑇f,TC was controlled using a three-way mixing valve and the 𝑇f,TC,set was 
characteristically set between 35 to 40 °C (low temperature heating) or 14 to 16 °C (high 
temperature cooling) for TABS due to its larger surface area (Pfafferott et al., 2007). 

 𝑃th,TC = �̇�TC𝑐𝑝,w(𝑇f,TC  −  𝑇r,TC) (4.44) 

The temperature returning from the TC 𝑇r,TC was measured every second and used for 
the control of the LGs. 

   LG control 

The LGs were controlled over an internal controller using a set-point temperature 
𝑇f,LG,set to generate a thermal load 𝑃th,LG such that the 𝑃th,HL or 𝑃th,CLin experiments were 
as close as possible to their forecasts created in Section 4.2. 𝑃th,LG was calculated using 
(4.45) and (4.46) for summer and winter respectively. In summer the heating capacity 
of the LGs was used,  

  𝑃th,LG = 𝑃th,CL − 𝑃th,TC  (4.45) 

while, in winter the cooling capacity was used: 

 𝑃th,LG = 𝑃th,HL − 𝑃th,TC  (4.46) 

𝑇f,LG,set was then calculated using (4.47) or (4.48) in summer or winter respectively. 
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 𝑇f,LG,set = 𝑇r,TC +
𝑃th,LG

�̇�TC𝑐𝑝,w
  (4.47) 

 𝑇f,LG,set = 𝑇r,TC −
𝑃th,LG

�̇�TC𝑐𝑝,w
 (4.48) 

   Three-way mixing valve control 

Since the HL and CL were generated using the HiL set-up with a mixing valve, the 
models for the loads were developed by applying the first law of thermodynamics and 
the law of fluid mixing as shown in Fig. 4-40. 

 

Fig. 4-40 Operation of a three-way mixing valve with fluid mixing 

The temperature in mixed circuit AB is given by (4.49). 

 𝑇AB =
�̇�A𝑇A+�̇�B𝑇B

�̇�A+�̇�B
  (4.49) 

Drawing an analogy to the above figure for the INES test set-up, water was extracted 
from the respective tanks for heating at 𝑇f,HL or cooling at 𝑇f,CL in circuit A and mixed 
with water returning from the loads in circuit B to achieve the set-point temperature 
𝑇f,TC,set in circuit AB. The information flow diagram for the mixing valve model is shown 
in Fig. 4-41. 

 

Fig. 4-41 Information flow diagrams for the HL and CL models based on a three-way mixing valve 

Under following assumptions:  

• the feed line temperature 𝑇f,TC,set and mass flow �̇�TC in the test chamber circuit is 
constant, 

• the temperature of water returning to the tanks 𝑇r,HL or 𝑇r,CL is the same as the 
temperature achieved by the LG (𝑇f,LG,set), 

• 𝑇f,HL >  𝑇f,TC,set in winter and 𝑇f,TC,set <  𝑇f,CL in summer, 

and combining (4.45) to (4.49) the mass of water taken from the CTES or HTES for 
covering loads 𝑃th,CL or 𝑃th,HLwas calculated using (4.50) or (4.51) respectively. 
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 �̇�CL =
𝑃th,CL�̇�TC 

�̇�TC𝑐𝑝,w(𝑇f,TC,set − 𝑇f,CL)+𝑃th,CL
 (4.50) 

 �̇�HL =
𝑃th,HL�̇�TC 

�̇�TC𝑐𝑝,w(𝑇f,HL − 𝑇f,TC,set)+𝑃th,HL
 (4.51) 

4.11 Model evaluation results 

Examination and qualification of models can be done by using analytical tools, by 
comparison with other simulations or by empirical tests (Felsmann, 2002). 
Comprehensive qualitative and quantitative evaluation of the models’ performance was 
done using extensive experiments (step-response tests and long-duration tests) under 
changing independent variables such as ambient temperatures, initial tank 
temperatures, load profiles, and control signals. For qualitative evaluation, time-series 
plots and scatter plots were examined for behaviour consistent with the expected 
response. For quantitative evaluation, typical model evaluation metrics in the HVAC field 
were calculated. However, the overall focus for the evaluation was to check if sufficient 
accuracy was achieved for implementing the models in an optimal scheduling problem 
and justified their lower complexity. To ensure homogeneity in comparison of simulation 
and experimental results, the measured values of ambient temperature and thermal 
loads were input as look-up tables for the simulations. 

The Dassl integrator in OpenModelica was applied with a time-step of 60 seconds 
(experimental data also collected at 60 seconds interval). Conventional control of the 
machine was simulated and the results were saved onto a CSV file. The tank models were 
discretised into 10 layers for each temperature sensor. The HT with 9 temperatures 
sensors was discretised into 90 layers and the CT with 4 sensors was discretised into 40 
layers. The load was connected to layer 6 and correspondingly the tank model parameter 
“𝐿𝑜𝑎𝑑𝐿𝑎𝑦𝑒𝑟” was set at 60. 

   Simulation of operation modes 

Examples of time-series plots for simulation tests of the four main operational modes 
representing all the components are shown in Fig. 4-42 to Fig. 4-45.  

Test 1 (AdC operation): A summer electricity production (SEP) was simulated. In this 
mode, excess heat from the CHP is stored in the HTES and is used to drive the AdC and 
cool down the CTES. Similar to the experiment, a homogeneous temperature of 60.3 °C 
in the HTES and 16.6 °C in the CTES was used to initialise the simulation. The AdC model 
parameters �̇�AdC,L, �̇�AdC,M, and �̇�AdC,H were set at 1.7 m³/h, 4.3 m³/h and 1.3 m³/h 
respectively. These values were measured during the functional tests. 
A control signal of 1.5 V was applied to the OC and the volume flow in the OC circuit was 
4.9 m³/h. The AdC was switched on at Time = 0 min and 𝑇CT4,min  was set at 12 °C for 
conventional control of the AdC. A 7-minute average of the circuit temperatures and 
thermal powers was utilised to filter the noise in the measured data due to the periodic 
behaviour of the AdC. The results of simulation are shown in Fig. 4-42. 
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Two temperatures in the CTES (𝑇CT1,meas at the bottom and 𝑇CT4,meas at the top) are 
shown in Fig. 4-42 (a). In addition, three temperatures in the HTES (𝑇HT1,meas, 𝑇HT5,meas 
& 𝑇HT7,meas), with 𝑇HT1,meas being at the bottom of the tank and 𝑇HT7,meas corresponding 
to the hot feed to the AdC are shown. The stratified cooling of both tanks is observed in 
reality and in simulation. The simulated values of the HTES temperatures 𝑇HT1,sim, 
𝑇HT5,sim and 𝑇HT7,sim follow the pattern of the measured values with lower layer cooling 
first. Similar behaviour is observed for 𝑇CT1,sim and 𝑇CT4,sim. A deviation in the range of  
1 to 4 K is noted for the tank temperatures. The AdC ran for 110 minutes in reality 
compared to the 114 minutes in simulation to achieve 𝑇CT4,min. This is also observed in 
the 𝑃th,AdC,L,meas plotted on the secondary y-axis as it becomes zero after 110 minutes 
whereas the simulated 𝑃th,AdC,L,sim is zero after 114 minutes. As in the experiment, the 
simulated cooling power reduces over time with the tanks cooling down and more 
unfavourable conditions for the AdC arise. Although this part-load operation is covered 
by the model, the cyclic cooling production or change in cycle times is not simulated as 
observed in the measured values.  

The circuit temperatures corresponding to the tank temperatures are plotted in 
Fig. 4-42 (b). The periodic behaviour of the circuit temperatures is not observed in 
simulation results, but consistent with the assumption, this is noticed to be damped in 
the tank temperatures. The measured 𝑇f,AdC,H,meas does not follow the typical cyclic 
pattern after Time = 85 min since the AdC is then operating at highly unfavourable 
conditions of  𝑇r,AdC,H < 55°C and the internal controller has increased the cycle time. 
This behaviour is not observed in the simulated results. 

The absolute error between simulated and experimental values is 2.5 kWhth (26% of 
measured value) for total cooling energy produced and 0.12 kWhel (37% of measured 
value) for electrical consumption.  
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Fig. 4-42 Experimental and simulation data for the SEP mode, (a) Tank temperatures, (b) AdC circuit 
temperatures. Measured values (solid lines) and simulation results (dashed lines). The AdC was 
switched on at Time = 0 min 

Test 2 (CHP operation): A winter electricity production (WEP) mode was simulated. 
In this mode, the heat from CHP is stored in the HTES and is used to cover the HL.  
Similar to the experiment, an initially mixed HTES at 43°C was used for the simulation. 
The CHP model parameters 𝑃el,CHP,nom and 𝑃th,CHP,nom were set to 5.3 kWel and 10.5 kWth 
respectively (cf. Table 4-1). 𝜂el,nom and 𝜂th,nom were set to 30% and 66% respectively, 
and the 𝐻𝐶𝑉fuel was set as 12 kWh/m³ assuming a gas CHP (Bundesnetzagentur, 2019).  
The CHP was switched on at Time = 0 min and 𝑇HT1,CHP,max was set at 72 °C.  
The simulation results are shown in Fig. 4-43. 

Three temperatures in the hot tank (𝑇HT1,meas, 𝑇HT5,meas & 𝑇HT9,meas) with 𝑇HT1,meas 
being at the bottom of the tank are shown in Fig. 4-43 (a). A visual comparison shows 
temperature deviation in the range 1 to 6 K in the HTES temperatures.  
Thermal stratification behaviour is observed both in the experimental and simulation 
results. The main outputs of the CHP model are the feedline temperature leaving the CHP 
𝑇f,CHP,sim, the (internally controlled) water volume flow �̇�CHP,sim, and fuel consumption 
�̇�fuel,sim as shown in Fig. 4-43 (b). Visual analysis shows good accuracy for all outputs in 
the steady state. The dynamic behaviour of the CHP’s thermal power 𝑃th,CHP,meas during 
the start-up phase is also observed in the simulated 𝑃th,CHP,sim. This deviates from the 
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measured value by ca. 1 kWth for the first 60 minutes and then a better fit is noticed in 
steady state.  

The simulated electrical power 𝑃el,CHP,sim shows a static response whereas the 
measured 𝑃el,CHP,meas displays a quasi-static response. With the hysteresis logic the CHP 
turns off when 𝑇HT1,meas reaches 𝑇HT1,CHP,max. This occurs after 446 minutes in the 
experiment and after 453 minutes in the simulation. 

Although the simulated thermal power and volume flow do not turn zero due to the 
dynamic equations, the formulation in (4.5) ensures that no mass flow occurs when the 
CHP is turned off and hence the HTES is not affected.  

The absolute error between simulated and experimental values is 5.5 kWhth (7% of 
measured value) for total heating energy produced, 2.1 kWhel (5% of measured value) 
for total electrical energy produced, and 0.02 m³ (0.1% of measured value) for fuel 
consumption. 

 

Fig. 4-43 Experimental and simulation results for the WEP mode, (a) HTES temperatures and CHP 
powers, (b) CHP circuit temperatures and volume flow. Measured values (solid lines) and simulation 
results (dashed lines). The CHP was switched on at Time = 0 min 
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Test 3 (CC operation): A summer electricity consumption (SEC) mode was simulated. 
In this mode, the cooling power of the CC 𝑃th,CC,e,meas charges the CTES and satisfies the 
CL. Similar to the experiment a homogeneous temperature of 28 °C in the CTES was used 
to initialise the simulation. The CC model parameters �̇�CC,c and �̇�CC,e were set at 2.6 m³/h 
and 2.4 m³/h respectively as measured during the functional tests. A control signal of 10 
V was applied to the OC. The CC was switched on at Time = 0 min and 𝑇CT4,min was set at 
8 °C.  

The four temperatures in the CTES (𝑇CT1,meas to 𝑇CT4,meas with 𝑇CT1,meas at bottom) 
are shown in Fig. 4-44(a). Stratified cooling is simulated in the cold tank similar to the 
real case. Other outputs of the CC model are the chilled water temperature 𝑇f,CC,L,sim and 
the cooling power 𝑃th,CC,L,sim as shown in Fig. 4-44 (a & b). Additionally, the circuit 

temperatures of the OC model are shown.  

The OC cools down the 𝑇r,OC,meas in its return-line to almost the ambient temperature 
𝑇amb before feeding it back to the CC as 𝑇f,OC,meas. This is in accordance to the fact that 
the OC is operating at its maximum speed due to the 10 V signal. A similar temperature 
pattern is observed in the OC model output 𝑇f,OC,sim shown inFig. 4-44 (b).  
A visual comparison shows temperature deviation of less than 2.5 K in the tank 
temperatures and in the circuit temperatures. The cooling power is over-estimated in 
the first 60 minutes, as the CTES is warmer than 25 °C. In this particular region, the 
temperature in the evaporator inlet is outside the range of the curve fit for 𝑃th,CC,e,meas  
(-5 °C to 25 °C) and an inaccurate extrapolation leads to the over-estimation. 

𝑃th,CC,e,sim displays static behaviour while 𝑃th,CC,e,meas displays a quasi-static 
behaviour with a relatively short delay time of approx. 1 minute. Another characteristic 
simulated is the part-load behaviour with decrease in cooling power as the CTES 
temperatures decrease. In the experiment, the machine ran for 158 minutes and in 
simulation for 163 minutes before turning off due to achieving set temperature 𝑇CT4,min.  
The electrical consumption of the machine during this period 𝑃el,RHP,meas is simulated 
with high accuracy as displayed by 𝑃el,RHP,sim. 

The absolute error between simulated and experimental values is 4.9 kWhth (10% of 
measured value) for total cooling energy produced and 0.15 kWhel (1% of measured 
value) for total electrical consumption (𝑃el,RHP + 𝑃el,aux + 𝑃el,OC). 
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Fig. 4-44 Experimental and simulation results for the SEC mode, (a) CTES temperatures and CC power, 
(b) CC and OC circuit temperatures. Measured values (solid lines) and simulation results (dashed lines). 
The CC was switched on at Time = 0 min 

Test 4 (HP operation): The winter electricity consumption (WEC) mode was simulated. 
In this mode, the heating power of the HP 𝑃th,HP,c,meas charges the HTES. In contrast to 
the previous tests a switching cycle was implemented for the HP, wherein it was 
switched on at Time = 0 min and after running for 60 minutes it was shut-down for 30 
minutes and repeated twice. The switching cycle was also implemented in the simulation 
with an initial temperature of 20 °C in the HTES. The HP model parameters �̇�HP,c and 
�̇�HP,e were set to their measured values of 2.7 m³/h and 2.4 m³/h respectively. A control 
signal of 1.5 V was applied to the OC and the volume flow in the OC circuit �̇�OC was 4.8 
m³/h. The simulation results are shown in Fig. 4-45. 

Three temperatures in the hot tank (𝑇HT1,meas, 𝑇HT5,meas & 𝑇HT9,meas) with 𝑇HT1,meas 
being at the bottom of the tank are shown. Thermal stratification in HTES is observed 
both in the experimental and simulation results. Furthermore, the quasi-static behaviour 
of the HP’s thermal power 𝑃th,HP,c,meas during each start-up phase is also observed and is 
modelled as a static behaviour seen in 𝑃th,HP,c,sim. The results fit better during steady 
state operation. The electrical consumption of the machine 𝑃el,RHP,meas is also simulated 
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with high accuracy as displayed by 𝑃el,RHP,sim. In the experiment when the HP turns off 
the HTES temperatures stay stable since no HL is connected and this is also seen in the 
simulation results. 

The absolute error between simulated and experimental values is 0.34 kWhth (0.8% of 
measured value) for total heating energy produced and 0.04 kWhel (0.2% of measured 
value) for the total electrical consumption (𝑃el,RHP + 𝑃el,aux + 𝑃el,OC).  

 

Fig. 4-45 Experimental and simulation results for the WEC mode with HTES temperatures and HP 
powers for a HP switching schedule(switched on at Time = 0 min, run for 60 minutes, shut-down for 
30 minutes, repeat) 

   Scatter-plots 

A scatter plot based analysis for circuit temperatures, tank temperatures, and volume 
flows was implemented by G. Salvalai to validate a heat pump model (Salvalai, 2012). 
This was adapted to evaluate the simulation results in this work (but for sake of 
simplicity only) for tank temperatures because they are the hydraulic and thermal 
interface between the source and load sides and capture the complex physical 
interactions in the energy system. Examples of scatter plots for data collected over 
multiple simulation tests are shown in Fig. 4-46. Here, 𝑇HT5 is analysed for operation 
modes with heating machines and 𝑇CT2 for operation modes with chillers. 

Data was analysed for 6.5 hours of AdC operation, 20 hours of CHP operation, 8.5 hours 
of CC operation and 12 hours of HP operation. It is seen that in most cases the estimated 
value of tank temperatures was within +/- 10% of the measured value. This is 
considered as an acceptable fit in the proposed qualitative analysis. A higher deviation is 
observed in the CHP test (Fig. 4-46 b) when the 𝑇HT5 is over-estimated and deviates 12 
to 14% at temperatures between 45 to 55 °C. For the chillers, a deviation of approx. 15% 
is observed in the summer scenario at a lower temperature range and amounts to 1.5 K.  
An inaccurate extrapolation of the curve fit models was observed in this region. The 
formation of significant thermoclines in the tanks during CHP, CC, and HP operation is 
noticed in the wave-type illustration of the data points. 
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Fig. 4-46 Estimated values versus measured values for the relevant tank temperature and a range of 
+/- 10% of measured value for (a) AdC, (b) CHP, (c) CC, and (d) HP 

   Quantitative analysis 

For the quantitative analysis, the following commonly used performance indicators or 
metrics in HVAC simulation were calculated (Afram and Janabi-Sharifi, 2015a): 
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where, 

𝑁𝑅𝑀𝑆𝑅𝐸 - Normalised root mean squared relative error 

𝑟2- Coefficient of determination calculated as square of the Pearson product moment 
correlation coefficient 

𝑀𝐴𝐸- Mean absolute error  

10

12

14

16

18

10 12 14 16 18

E
s
t
i
m
a
t
e
d

Measured

(a) AdC

CT2 [ C] (+)10 %

(-)10 % Linear CT2

30

40

50

60

70

80

90

30 40 50 60 70 80 90

E
s
t
i
m
a
t
e
d

Measured

(b)CHP

HT5 [ C] (+)10 %

(-)10 % Linear HT5

0

5

10

15

20

25

30

35

0 5 10 15 20 25 30 35

E
s
t
i
m
a
t
e
d

Measured

(c)CC

CT2 [ C] (+)10 %

(-)10 % Linear CT2

10

15

20

25

30

35

40

45

50

10 15 20 25 30 35 40 45 50

E
s
t
i
m
a
t
e
d

Measured

(d)HP

HT5 [ C] (+)10 %

(-)10 % Linear HT5

TCT2
TCT2

TCT2
TCT2

THT5
THT5

THT5

THT5



4-Experimental Set-Up and Component Models  

106 

𝑁 - Number of data points 

𝑦𝑖- ith measured value 

𝑦𝑖
∗- ith predicted value 

�̅�- Arithmetic mean of measured values data set 

�̅�∗- Arithmetic mean of predicted values data set 

𝑦max- Maximum value of 𝑦 in entire data set 

𝑦min- Minimum value of 𝑦 in entire data set 

Experimental data used for fitting the models was not used for their evaluation.  
The fits are considered good when NRMSRE and 𝑀𝐴𝐸 are close to zero and 𝑟2 is close to 
one. Data from 6 hours of AdC tests, 20 hours of CHP tests, 8.5 hours of CC tests and  
8 hours of HP tests was accumulated and the evaluation metrics for some of the main 
model outputs were calculated. 

 

Fig. 4-47 Evaluation metrics for (a) AdC outputs, (b) CHP outputs, (c) CC outputs, and (d) HP outputs 

Results of the AdC model are shown in Fig. 4-47 (a). The values for 𝑇CT2 show best fits 
with 𝑁𝑅𝑀𝑆𝑅𝐸 of 0.11, 𝑟2 of 0.96, and 𝑀𝐴𝐸 of 0.37 K. The direct model outputs, 𝑃th,AdC,L 

and 𝑃el,AdC have NRMSRE and 𝑟2 < 0.4. Their 𝑀𝐴𝐸𝑠 are 1.5 kWth and 0.07 kWel 
respectively. The 𝑀𝐴𝐸 for 𝑇HT5 is 2.5 K and has a higher variation in data. 

In Fig. 4-47 (b), the results of the CHP model are shown. The values for �̇�CHP and �̇�fuel 
have 𝑁𝑅𝑀𝑆𝑅𝐸 < 0.2, 𝑟2< 0.3, and 𝑀𝐴𝐸 < 0.1 m³/h. The power outputs, 
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𝑃th,CHP and 𝑃el,CHP have a NRMSRE < 0.2. 𝑃th,CHP has a better 𝑟2 than 𝑃el,CHP.  
Their 𝑀𝐴𝐸𝑠 are ca. 0.6 kWth and 0.3 kWel respectively. 

In Fig. 4-47 (c), the results of the CC model are shown. The chilled water temperature 
𝑇f,CC,e shows a good fit with 𝑁𝑅𝑀𝑆𝑅𝐸 = 0.06, 𝑟2 = 0.96, and 𝑀𝐴𝐸 = 1.04 K.  

The 𝑃th,CC,e has a NRMSRE of 0.25, 𝑟2 of 0.39 and 𝑀𝐴𝐸 of 1.3 kWth. One of the main 
outputs of the OC model (𝑇f,OC) working in tandem with the CC is also shown. Its NRMSRE 

is 0.17, 𝑟2 is 0.75 and 𝑀𝐴𝐸 is 0.5 K. More importantly, the electrical consumption 𝑃el,RHP 
also shows agreeable values. 

Results of the HP model are shown in Fig. 4-47 (d). The data for 𝑇f,HP,c  shows a good 

fit with𝑁𝑅𝑀𝑆𝑅𝐸 of 0.16, 𝑟2 of 0.91 even though, its 𝑀𝐴𝐸  is 3.8 K. The direct model 
outputs, 𝑃th,HP,c and 𝑇f,HP,e have a NRMSRE > 0.18 and a 𝑟2 < 0.5 and their 𝑀𝐴𝐸𝑠 are  
1.0 kWth and 1.6 K respectively. More importantly, the electrical consumption 𝑃el,RHP also 
shows agreeable values with NRMSRE < 0.16 and 𝑀𝐴𝐸 < 0.3. 

   Discussion of simulation results 

Results in the time-series plots (Fig. 4-42 to Fig. 4-45) show a good fit of the tank 
temperatures and other main outputs of the component models in all different modes of 
operation. This demonstrates the ability of the individual models to work in tandem and 
simulate the complex hydraulic and thermodynamic interactions in the plant. However, 
there are certain limitations of the models and possible improvements can be 
summarised into the following points:  

Static models for AdC and RHP: The static models for these components compromise 
on accuracy, especially for the AdC since the periodic behaviour and start-up cycles are 
not simulated. However, they benefit from lower complexity needed for application in a 
MPC based supervisory controller. Furthermore, the static models for AdC and RHP can 
be justified by the fact that the time-constants of these components are typically smaller 
than 5 minutes. For plant operations having two to three start-up/shut-down cycles over 
an entire day, it may not be necessary to model these transient dynamics. 

Discretisations of tank volume: The tank model parameter 𝑁𝑙𝑎𝑦𝑒𝑟𝑠 is used to define the 

number of layers in the tank i.e. the number of discretisations of the tank model.  
The deviations above the acceptable +/- 10% range noticed in Fig. 4-46 could be reduced 
by further discretising the tank volume i.e. reducing the discretisation error.  
For instance, simulating with 900 layers instead of 90 layers in the HTES as done in this 
chapter. However, in context of the MPC application, this may add to critical computation 
costs. On the other hand, fewer discretisations may lead to further loss of accuracy. 
Ultimately, a balance between model size and accuracy must be made. A separate 
mathematical analysis for accuracy and speed of computation will be necessary to 
identify the optimal number of discretisations. For sake of brevity, one layer per 
temperature sensor in the tanks is used for the MPC application in this work (see Section 
6.1). 
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Quality of parameterisation data: The accuracy of individual outputs could be 
improved further by using more high-quality data for fitting the coefficients and reducing 
inaccurate extrapolation. Larger steady state datasets, accurate catalogue data, or data 
generated through optimal experimental design techniques should be used. For instance, 
the deviation in CC and HP models is partly due to the fitting of capacity curves as 
functions of the inlet temperatures although the manufacturer data sheets provide data 
based on outlet temperatures (cf. Appendix B.2.4). 

Effect of neglecting thermal losses: The general assumption to neglect calculation of 
thermal losses over the pipes and armatures reduced the accuracy of the results. 
For instance, the net thermal power of CHP charging the HTES was ca. 10% lower than 
the nominal power due to thermal losses in the pipes and is reflected in Fig. 4-47 (b). 
The effect of these losses is not quantified in detail and should be included in future 
studies either as a physics-based model or as a thermal loss parameter. 

No particular metric is suitable for evaluation of all the variables: The 𝑁𝑅𝑀𝑆𝑅𝐸, 𝑟2 and 
𝑀𝐴𝐸 methods are used for quantitative analysis and the results in Fig. 4-47 compliment 
the individual examples in Fig. 4-42 to Fig. 4-45. However, it is seen that no particular 
metric is suitable for evaluation of all the variables and quantitative analysis should be 
performed in context of the problem formulation based on the developer’s criteria. This 
is consistent with existing conclusions (Fumo and Rafe Biswas, 2015) that the key 
performance indicator for assessing quality of the model should be chosen based on the 
developer’s criteria. During the analysis it is observed that 𝑁𝑅𝑀𝑆𝑅𝐸 and 𝑟2 are sensitive 
to the errors caused from mismatch of time-series or when neglecting dynamics of 
components and hence may not be suitable for evaluating powers or volume flows, but 
acceptable for evaluating tank temperatures. The 𝑀𝐴𝐸 is easier to justify and interpret 
in an engineering context since it directly associates with the physical quantity and is 
more robust to outliers due to the averaging effect. Comparison of the different outputs 
indicated that a 𝑁𝑅𝑀𝑆𝑅𝐸 value of less than 0.1, 𝑟2 > 0.95 and 𝑀𝐴𝐸 < 10 % of measured 
value are good fits within the scope of this work.  

Sufficient accuracy of models for application in economic-MPC: The 𝑀𝐴𝐸 for circuit 
temperatures are in the range of 1.2 to 3.8 K (apprx. 1% to 10% of their typical values) 
and the 𝑀𝐴𝐸 for thermal capacities are in the range of 0.6 to 1.5 kWth (6% to 15% of 
their nominal values). The proposed models of AdC, CHP, and RHP are lesser accurate 
compared to models in the literature but also have fewer parameters and states. Indeed, 
they still are accurate enough for system wide simulations as can be deduced by the 
values for the 𝑀𝐴𝐸 between measured and simulated values of the final energy 
consumption and tank temperatures for the different tests as shown in Table 4-7. 
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Table 4-7 MAE between measured and simulated values for final energy consumption and tank 
temperatures over different tests 

Component Quantity MAE Percentage of 

measured 

value 

AdC Net electrical consumption 0.08 kWhel 36% 

CHP Total fuel consumed 0.21 m³ 2% 

CC Net electrical consumption 0.16 kWhel 2% 

HP Net electrical consumption 1 kWhel 10% 

HTES Temperature in middle of hot tank 

THT5 

1.29 K 2% 

CTES Temperature in middle of cold tank 

TCT2 

0.5 K 4% 

The models are able to depict the consumption of final energy with high accuracy 
except for the AdC model due to its lower electrical consumption (𝑃el,AdC = 0.12 kWel). 
Another important variable from the MPC point of view is the tank temperature (system-
state) and this is depicted with high accuracy. 

The quantitative and qualitative arguments support the application of the proposed 
models for system-level simulation of trigeneration plants with multiple components 
and thermal storages. Additionally, since the limited model errors can be alleviated 
within the MPC loop and the less complexity and continuous differentiability can be 
positively exploited, this model set can be applied in optimal scheduling with respect to 
the energy market. However, they are rendered unsuitable for grid voltage or frequency 
management based optimal scheduling problems. Furthermore, as the models use 
promptly available data for parameter identification and reflect internal control and 
part-load aspects of components, they satisfy the sought-after characteristics for real-
world applications.  

4.12 Technical limitations of lab and lessons learned 

Technical limitations arising due to the design of the components and hydraulic 
connections in the lab are summarised as lessons learned in this section. Especially, the 
factors influencing modelling accuracy and correspondingly performance of the MPC are 
noted with an example. Planning and operational efficiency, model accuracy, and 
controller stability could be improved in future works by considering these lessons 
learned. The different points are organised under three main categories:  

Construction of storage tanks: Storage is the hydraulic connection between the source 
and load sides and its external and internal features significantly influence the 
performance of the system. (a) Due to absence of baffle plates or porous plates at inlets 
and outlets of the tank, certain turbulence effects could not be hindered. For instance, 
the fluctuating effect of the periodic behaviour of the AdC in its chilled water circuit and 
high temperature driving circuit could be observed in the feed-line circuit to the TC and 
return-line circuit to the CHP respectively. These circuits are connected at the same 
heights in their corresponding storage tanks (cf. Appendix B.2.5). Although the 
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fluctuation has negligible effect on the corresponding storage tank temperature  
(cf. Section 4.5.1), it adversely affects the control of the mixing valve to maintain a set-
point in the TC circuit and the control of the CHP. This behaviour is not captured by the 
simplified models and also causes complications in measurement of thermal powers in 
the load and CHP circuit (discussed in Chapter 7 & Chapter 8). The fluctuations could be 
better mitigated if baffle plates are present instead of developing complex models to 
capture the AdC dynamics. (b) Due to absence of a load connection at top of hot tank, a 
part at the top (dead volume) is unusable. For instance, the tank connection for the AdC 
high temperature circuit is between 𝑇HT8 and 𝑇HT7 while 𝑇HT9 remains unused during 
most tests. This dead volume is not captured by the models. Either a connection for the 
demand circuit should be made at the top most part of the tank or a dead volume energy 
loss parameter should be included in the tank model. 

Hydraulic connection for reversible heat pump: The reversible heat pump can operate 
both as a chiller and a heat pump and its technically defined operation range is between 
– 10 °C and 20 °C for evaporator inlet and 20 °C and 50 °C for condenser inlet. (a) Due to 
absence of an anti-freeze solution in the evaporator circuit, the operation of the heat 
pump at INES is restricted to a lowest permissible evaporator inlet of 10 °C (cf. Section 
4.8). To ensure a complete range of operation both the circuits must operate with a 
glycol-water mixture and should be separated from water only circuits using heat 
exchangers. (b) Due to absence of an internal switch-over mechanism between the 
chiller and heat pump mode, the switch-over operation was retrofit with external valves, 
pumps, and heat exchangers. Prior knowledge of the switch-over mechanism for the 
specific machine should be collected in the functional description documents to avoid 
expensive, time intensive or sub-optimal retrofits.  

Temperature sensors and volume flow in secondary circuit of heat exchangers:  
For parameterisation of the grey box models, data from commissioning tests and data 
sheets is used. Due to the absence of instrumentation on the secondary side of the heat 
exchangers accurate measurements for parameterisation and validation of their models 
is not facilitated. For instance, due to absence of a flow meter between the hot tank and 
the heat exchanger in the heat pump condenser circuit the constant volume flow in this 
circuit (HP model parameter) is estimated and not measured, having adverse effects on 
model accuracy. During the basic engineering phase, temperature sensors and volume 
flow meters should be planned on both, primary and secondary side of the heat 
exchangers. 

4.13 Summary and outlook 

This chapter described the experimental set-up of the INES trigeneration system and 
the methodology for developing its control-oriented models. The automation level and 
its communication to the field level is developed in LabVIEW®. A description of the plant 
operation with the nine main components and the building automation and control 
system was made using examples of functional tests. These tests included  
step-responses, commissioning routines, and long-duration operations and the data was 
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used to establish the operational parameters of components and interpret their complex 
interactions from a physical and mechanical perspective. Engineering assumptions and 
operational constraints were also identified during these tests. Furthermore, the 
synthesis of thermal load profiles and electricity price profiles to be used in the 
economic-MPC was illustrated with examples from the literature. 

The grey-box modelling approach based on regression analysis and step-response 
analysis was chosen to model the system. It enables parameter identification using data 
directly available in the manufacturer’s catalogues or commissioning tests and facilitates 
a balance between required accuracy and complexity of the models. An object-oriented, 
physical modelling language, OpenModelica was used to develop the models and they 
were tested against experimental data for plausibility and technical feasibility. 

A thorough quantitative and qualitative evaluation of the simulation results revealed 
that the models are capable of capturing part-load characteristics and nonlinear 
behaviour of the components with sufficient accuracy without compromising on 
complexity or generalisation capabilities. Accordingly, a simplified form of the model set 
e.g. substituting the NTU-ε method for the outdoor coil model by curve fits and reduction 
of second degree models to first degree fits is adapted within a mixed integer optimal 
control problem for economic-MPC of the system (cf. Chapter 6.1). 

However, as a proof-of-concept of the INES building automation and control system, a 
test case demonstration of model based control techniques using only the outdoor coil 
circuit is done in the next chapter. 
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5 Test Case with Model Based Controller for the Outdoor Coil 

In this chapter, a working illustration for integrating a model based control logic in the 
building automation and control system is given for developing the understanding of the 
control architecture. A simplified application scenario with only the fan based outdoor 
coil or recooler for the compression chiller was selected for this illustration. A standard 
industrial controller, a PID controller and a model based controller were developed for 
the recooler and tested in the INES experimental set-up. Performance characteristics e.g. 
settling time, control difference, and frequency of control actions for the control loop 
with the three controllers were compared. The model based controller demonstrated 
energy savings and higher accuracy compared to the standard industrial controller and 
was easier to set-up than a PID controller. 

5.1 The controlled system 

The outdoor coil (OC) operates as the heat sink for the condenser of the CC and is the 
controlled system as shown in Fig. 5-1. It includes three variable-speed fan motors 
consuming a maximum electrical power 𝑃el,OC,max of 0.9 kWel when operating at a 
maximum speed 𝑅𝑃𝑀OC,max of 480 RPM. At 𝑅𝑃𝑀OC,max the maximum mass flow of air 
�̇�air(max), over a total heat exchanger area 𝐴OC = 521.8 m², is 46,300 kg/h. The actual 

speed of the fans 𝑅𝑃𝑀OC can be controlled with a 0 – 10 volt signal 𝑉oc,set. The fluid in 
the circuit is a 34% glycol-water mixture (brine) and has a constant nominal mass flow 
�̇�OC of 2703 kg/h. The ambient temperature sensor  𝑇amb is installed near the OC, since 
the OC is the system interface to the environment. The temperature entering (leaving) 
the OC from the CC’s condenser circuit,  𝑇r,OC ( 𝑇f,OC) is measured with a PT-500 sensor 
and has a delay of approximately 1 minute.  

 

Fig. 5-1 Controlled system for the test case  

For this test, the overall heat transfer coefficient 𝑈OC was assumed to be constant at 
26 W/(m²∙K). The control difference 𝑒 between controlled variable 𝑇f,OC and its set-point 
 𝑇f,OC,set was calculated using (5.1).  
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 𝑒 = 𝑇f,OC,set − 𝑇f,OC (5.1) 

Table 5-1 shows selective research work done for controlling fan-coils and recoolers 
in the HVAC field. 

Table 5-1 Literature on control of fan-coils and cooling towers in HVAC systems 

Reference Controlled system Controlled 

variable 

Controller Research objective 

(Bengea 

et al., 

2012) 

HVAC system of a 

medium-size office 

building in a field 

demonstration 

Room temp. MPC to optimise 

a variable 

volume, dual-

duct, multi-

zone HVAC unit 

Demonstration of 

optimal control and 

minimise energy 

consumption of 

entire system 

(Ma et 

al., 

2009) 

Cooling system for a 

university campus 

with wet cooling 

towers, chillers and 

cold water storage 

in a simulation 

Storage 

temp. 

MPC to decide 

optimal set-point 

temperatures and 

water mass flow 

rates for chiller 

and cooling tower 

Minimise electricity 

costs of entire 

system and maximise 

COP of entire system 

(Hosoz et 

al., 

2011; 

Soyguder 

and Alli, 

2009) 

HVAC systems for two 

0.5 m³ chambers in a 

lab set-up 

Room temp. PID and ANFIS to 

control damper-

rates and fan-

speed 

Comparison of PID 

and ANFIS algorithms 

(Teitel 

et al., 

2008) 

Ventilation fans 

with a variable-

speed drive unit and 

an on-off unit for a 

greenhouse and 

poultry house in a 

field demonstration 

Room temp. 

and 

humidity 

On-Off and VFD to 

control fan-speed 

Comparison of on-off 

and VFD algorithms 

(Tianyi 

et al., 

2011) 

Fan coil units with 

three speeds and an 

electric on-off 

valve for a 10m² 

area in an 

experimental set-up 

Room temp. DRFCM to control 

fan-speed and 

water mass-flow 

rate 

Minimise energy 

consumption of 

entire system 

(Wemhoff, 

2012) 

Two-room HVAC system 

with a 1.5 kWel 

chiller and a 

variable-speed fan 

in a simulation 

Room temp. PID to control 

different 

equipment of the 

HVAC system 

Minimise energy 

consumption and 

study the effect of 

calibration of PID 

coefficients on 

energy savings 

(Yu and 

Chan, 

2007) 

Cooling system with 

air-cooled chiller 

and cooling tower 

with three speeds in 

a simulation 

environment 

Condenser 

inlet 

temp. 

MBC to control 

fan speed of 

cooling tower 

Maximise COP of the 

chiller 

ANFIS (Adaptive Network Based Fuzzy Inference System), DRFCM (Duty Ratio Fuzzy Control Method), VFD (Variable 
Frequency Drive) 
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Classical on-off controllers are most widely implemented due to their simplicity but 
they are unable to control moving processes with delays and can lead to energy wastage 
especially in transition seasons. Proportional integral derivative (PID) controllers yield 
promising results but their performance can degrade if the operating conditions of the 
systems vary from the tuning conditions. Additionally, the tuning of PID controllers can 
be excessively time-consuming and often requires extensive engineering knowledge of 
the system (Afram and Janabi-Sharifi, 2014a). There is a lack of practical 
implementation, evaluation, and comparison of conventional and modern controllers for 
HVAC recoolers. 

5.2 The control loop  

A reference controller, a PID controller, and a model based controller (MBC) were 
developed by applying their basic theoretical concepts without further tuning (Sawant 
et al., 2020b). A direct comparison of the methodologies was done and the controller 
design process was evaluated. 

The controllers were programmed on the automation level of the BAC system 
explained in Chapter 4 and a control loop was formed together with the plant on the field 
level. 

 Reference controller 

The reference controller implemented in this work applied a  𝑉OC,set of 10 V when the 
OC was on or 𝑉OC,set of 0 V when it was off. This simple logic is meant to represent a 
controller in building systems where the OC is expected to operate at its maximum speed 
when  𝑇amb is more than 25 °C. 

 PID controller 

A PID controller was designed using the Ziegler-Nicholson method and implemented 
using the PID palette from the “Control and Simulation” toolbox in LabVIEW®.  
The following controlled system characteristics (averaged values) were calculated after 
performing a step-response analysis by changing the manipulated variable 𝑉OC,set from 
0 to 10 V at different ambient temperatures ranging from ca. 24 to 28 °C. 

• time-constant  𝑇s,OC = 150 s, 

• gain 𝐾s,OC = -2.2 K/V, 

• delay time  𝑇t,OC = 60 s. 

The characteristics of the PID controller were calculated as follows:  

• proportional gain  𝐾p,OC = -1.63 V/K, 

• integral-action time  𝑇n,OC = 120 s, 

• derivative-action time  𝑇v,OC = 25.2 s. 



5-Test Case with Model Based Controller for the Outdoor Coil  

115 

The control loop shown in Fig. 5-2 was set-up in 40 person-hours with intermediate 
LabVIEW® skills. Most time was needed for the step-response tests and no further 
tuning was done. A tolerance limit for 𝑒 was implemented within which the 𝑉OC,set did 
not change to avoid excessive control actions. 

 

Fig. 5-2 PID control loop 

 Model based controller (MBC) 

The MBC was designed as a simple open-loop controller implemented with the 
Mathscript module in an iterative loop in LabVIEW® and was based on the static NTU-ε 
model of the OC (cf. Chapter 4). The control logic is shown as a flow-chart in Fig. 5-3. 

Step 1: At a given sampling time, if magnitude of measured error 𝑒 is greater than 
tolerance, then the MBC logic is executed in steps 2 to 5 or else, the current 𝑉OC,set is 
repeated for the duration of the sampling time (also called the control time-step). 

Step 2: On executing the MBC logic, the controller reads the current measurements 
of 𝑇r,OC and 𝑇amb to be used as model inputs and the current 𝑉OC,set to be used as the 
initial control  𝑉OC,set,init. 

Step 3: The OC model is used to calculate the estimated temperature leaving the OC 
 𝑇f,OC,sim and the corresponding estimated error 𝑒𝑠𝑖𝑚 based on inputs from step 2.  

Step 4: When magnitude of estimated 𝑒𝑠𝑖𝑚 is greater than tolerance limit, then Step 5 
is followed, else the latest value of a virtual control signal 𝑉OC,set

+  iteratively generated in 

Step 3 and Step 5 is applied as the real control signal 𝑉OC,set. 

Step 5: If the 𝑒𝑠𝑖𝑚 is negative, then 𝑉OC,set
+  used in Step 3 is incremented by 0.01 V else, 

it is decremented by 0.01 V. The new 𝑉OC,set
+  is coerced between 1 and 10 V and used in 

Step 2 again. Step 5 is repeated at 100 milliseconds to reduce processor utilisation. 
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Fig. 5-3 Control logic of the MBC controller 

The MBC is an open-loop controller in which the latest value of the controlled variable 
 𝑇f,OC is not fed back into the controller as shown in the control loop in Fig. 5-4.  
The controller was set-up in 0.45 person-hours with intermediate LabVIEW® skills and 
no further tuning was done. The parameters necessary for the model were directly 
available in the OC data sheet. 
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Fig. 5-4 MBC control loop based on the OC model (cf. Chapter 4) and the current measurements 𝑇𝑎𝑚𝑏
† , 

𝑇𝑟,𝑂𝐶
†† , and �̇�𝑂𝐶

††† as its inputs 

5.3 Control architecture  

The MBC was implemented in a control architecture shown in Fig. 5-5. When the 
algorithm is started by the supervisory controller or manually from the management 
level, then it is executed in the following steps: 

Step 1: The MBC loop is set up by establishing a connection to the OPC server for 
collecting measured data and generating an initial control value. The initial control value 
is used for the first iteration of the MBC loop and can be entered manually or the default 
value of 10 V is used. 

Step 2: The MBC control logic shown previously in Fig. 5-3 is executed to generate the 
appropriate control signal. 

Step 3: The control signal is applied on the field level to the plant (OC) for the duration 
of time remaining until end of the sampling time. This is calculated by subtracting the 
time elapsed in Step 2 from the total sampling time. 

Step 4: After waiting for time remaining until end of sampling time, the next sampling 
instance occurs and the measurements of the process variables relevant to the MBC are 
updated. 

Step 5: The updated measurements and the previous control signal are collected as 
variables and parameters for the MBC loop. These are needed as the initial model inputs 
and control value. 
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Fig. 5-5 Control architecture to implement the MBC loop in the INES building automation and control 
system 

5.4 Experimental results 

Two methods were used to compare the performance and efficiency of the controllers: 
(a) steady state operation using fixed set-point control, (b) step-response analysis at 
varying ambient temperatures.  

For the first method, a set-point 𝑇f,OC,set of 30°C was applied. This value was used in 
accordance to the datasheet of the CC (Daikin Europe, 2016). A tolerance limit of  
+/- 0.3 K was implemented for the 𝑒 in both PID and MBC. The sampling time for the 
MBC was set at 3 seconds.  

The results of a test with approx. 5 hours of steady state operation with the reference 
controller, PID, and MBC individually is shown in Fig. 5-6. The ambient temperature 
varies between 21 °C and 32 °C and cold tank temperatures are maintained between  
25 °C and 26 °C. The reference controller cooled the  𝑇f,OC to the ambient temperature 
regardless of the 𝑇f,OC,set whereas, the PID and MBC reasonably maintain the set-point. 
The  𝑇f,OC controlled by PID oscillates at lower ambient temperature and is more stable 
after  𝑇amb is higher than 26 °C while the MBC output stays relatively smooth and 
continuous throughout.  
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The electrical consumption of the CC and OC together was 20.03 kWhel for the 
reference controller, 17.20 kWhel for PID, and 17.29 kWhel for MBC over the 5 hours. 

 

Fig. 5-6 Sample data set for steady state operation with the three controllers 

Data from multiple tests was analysed to establish the relationship between the 
manipulated variable or control signal 𝑉OC,set and the interference variable 𝑇amb for the 
three controllers. The average 𝑉OC,set was calculated using data points at +/- 0.5 K of the 
measured  𝑇amb.  

The results are shown in Fig. 5-7 with error bars representing the standard deviation 
of  𝑉OC,set. A larger standard deviation indicates higher fluctuation or change-of-value in 
the control signal. The PID controller shows steady increase in the control signal with 
 𝑇amb but a larger standard deviation especially at lower ambient temperatures. This is 
in accordance with behaviour of the PID controller from Fig. 5-6. The MBC volt signal for 
the OC also increases steadily with the ambient temperature but its magnitude tends to 
be lesser than the equivalent PID signal. Comparatively, the MBC has lower fluctuation 
of control actions except at 30 °C since this includes data from 29.5 °C to 30.5 °C. At  𝑇amb 
below 30°C the MBC significantly tries to control the OC to achieve the 𝑇f,OC,set, however, 
at  𝑇amb above 30 °C the MBC generates a steady 10 V signal. In contrast, the PID takes 
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inessential control actions at higher ambient temperatures as seen in the standard 
deviation of the control signal. 

 

Fig. 5-7 Average control signal values of the three controllers at different ambient temperatures  

Additionally, the relationship between the average control difference and the  𝑇amb is 
plotted in Fig. 5-8. The reference controller has the highest error at lower ambient 
temperatures and it decreases as 𝑇amb approaches 30 °C. The PID controller has a larger 
standard deviation but lower average error compared to MBC. The PID is most accurate 
when 𝑇amb lies between 27 °C and 29 °C. The error for MBC is positive at lower  𝑇amb 
when slight overcooling occurs and becomes negative as 𝑇amb rises when undercooling 
occurs. 

 

Fig. 5-8 Average control difference with the three controllers at different ambient temperatures 

As 𝑇amb is greater than 30 °C a negative error is noticed for all controllers, since the 
dry-cooling OC cannot cool the working fluid below the 𝑇amb.  

For the second method, a step-response analysis was done to examine the average 
time-constant of the controllers. In Case-1, a disturbance was introduced by turning off 
the OC until  𝑇f,OC reached 40 °C and then turning it on with 𝑇f,OC,set = 35 °C. In Case-2, 
the OC was operated with  𝑉OC,set = 10 V without a controller until 𝑇f,OC reached 25 °C 
and then a controller was turned on with 𝑇f,OC,set = 30 °C. Table 5-2 shows the average 
results collected for multiple tests of the two cases. In both the cases, the PID was able to 
respond faster than the MBC by approximately one minute. 
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Table 5-2 Average time-constant (in seconds) for different step-responses of the respective controlled 
loop 

Case type PID MBC 

Case-1 131 s 219 s 

Case-2 187 s 244 s 

5.5 Discussions 

The reference conventional controller used in this work was easy to implement and is 
the standard practice in building HVAC. It is appropriate for the OC to run at maximum 
speed in summer months with higher ambient temperatures to achieve a set-point close 
to the ambient temperature. However, during transition seasons, energy is wasted as the 
medium is over cooled when the set-point is above the cooler ambient temperature as 
shown in Fig. 5-6. 

The accuracy of the PID controller was highest for ambient temperatures between  
24 °C to 29 °C since it was set-up in this region. Outside this zone, the controller 
deteriorated but was within acceptable limits of 30 °C +/- 2 K as recommended by the 
manufacturer of the CC. 

The accuracy of MBC was comparable to the PID and stayed within the acceptable 
limits, while using less fluctuating controller outputs (benefitting the OC hardware). 
However, the MBC was slower than the PID, which is acceptable only in systems with less 
fluctuations and more thermal inertia. The speed could be improved by reducing the loop 
time of 100 ms in Step 5 or increasing the magnitude of correction for 𝑉OC,set

+ , e.g. from 

0.01 V to 0.1 V. The 𝑉OC,set for the MBC stays constant even when error increases as 
deduced by the smaller standard deviation of data in Fig. 5-7. This occurs since it is an 
open-loop controller and the assumptions in the OC model lead to inaccuracies.  

5.6 Summary and outlook 

Three different controllers for the outdoor coil (OC) were programmed on the 
automation level of the BAC system explained in Chapter 4 and the resulting control 
loops were compared in a real-world environment. A conventional controller was 
compared against a PID and a model based controller (MBC). Following information was 
collected during the set-up and testing phase:  

• Due to absence of a storage element (in this test case) that could be predictively 
controlled, extension of the MBC to predictive control was considered unnecessary,  
• The PID control loop was set-up in 40 person-hours with intermediate LabVIEW® 

skills whereas the MBC was set-up in 0.45 person hours,  
• Multiple step-response tests were necessary for parameterising the PID controller 

whereas the parameters for the MBC controller were promptly available in the 
datasheet of the OC, 
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• The PID and MBC were not only more accurate but also saved 14.5% and 14.1% 
respectively in electricity consumption, 
• A further saving in energy can be expected in transition seasons when the ambient 

temperature is lower than the set-point of the CC condenser inlet. 

Other strengths and weaknesses of the controllers are summarised in Table 5-3. 

Table 5-3 Summary of strengths and weaknesses of the three controllers 

Control Efforts for 

set-up 

Self-learning 

capabilities 

Accuracy Fluctuation  Settling 

time 

Energy 

consumption 

Ref. ++ -- -- ++ ++ -- 

PID -- + ++ - ++ + 

MBC + ++ + + + + 

“+” = strength, “-” = weakness. Efforts for set-up: time required and practical parameterisation. Fluctuation: Change-of-
value of control signal. 

MBC shows potential improvement over PID controllers as they are easier to set-up 
and generalise. These advantages have been reported in the literature and are now 
experimentally recognised. MBC’s accuracy could be improved further by better 
parameterisation of the model, dynamic modelling of the system, or extending it into a 
closed-loop controller. These measures should be less complicated and more time-
efficient as they are only software related corrections compared to hardware related 
issues of tuning the PID for different operational ranges and for different conditions or 
systems. The PID and MBC controllers should be used instead of conventional on-off 
methods either in green-field or retrofit scenarios to save operating costs and hardware 
degradation. The experience with setting up the MBC loop using the BAC system and 
extending the model based approach to use predictive nature of thermal storages is 
investigated in the next chapter for applying MPC to the entire system. 
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6 Development of the Optimal Control Framework for the Trigeneration System 

The application of a conventional on-off controller, PID controller, and a model based 
controller for the outdoor coil was shown in the previous chapter. In the test case, the 
control architecture for implementing a component’s model to control its output was 
demonstrated and basic requirements to apply predictive control were identified. In this 
chapter, the control architecture is extended to control the entire trigeneration system 
predictively by including forecasts, an optimisation problem, and physically motivated 
system constraints. A mixed integer optimal control problem using implicit economic-
MPC is developed in a receding horizon scheme. All constraints are relaxed using slack 
variables to ensure feasibility of the problem and yet have a hardware-friendly operation 
(cf. Chapter 3). The control logic and the architecture are explained in a flow chart while 
the complex MPC model with system states, constraints, parameters, and controls is also 
summarised. 

6.1 Models and constraints for the MPC problem 

The nonlinear grey-box models developed in Chapter 4 were used to form the 
economic-MPC problem for optimal scheduling of the trigeneration system. Although the 
models fulfilled necessary characteristics in terms of straightforward parameterisation 
capabilities and continuous differentiability (cf. Chapter 3), they were simplified further 
before applying in the optimisation routine. 

Remark on nonlinearity of models in MPC: The quantification of increasing complexity 
with increasing nonlinearity of models is possible through certain methods e.g. 
parametric bootstrap and generalised degrees of freedom (Diehl, 2014b; Steyerberg et 
al., 2001). However, a common consensus in the research community regarding 
increasing model nonlinearity (exponential functions or higher degree polynomials) is: 
(a) the computation efforts for finding global optimums increase, (b) the reliability of 
nonlinear programming solvers reduces, and (c) the nonlinear systems identification 
techniques are less effective (Serale et al., 2018; Wang and Ma, 2008). 

Model simplification: The models were simplified primarily to reduce their 
nonlinearity and computation efforts. 

• First degree polynomials for curve fits of RHP 

The second degree polynomials to calculate the heating power 𝑃th,HP,c, cooling power 
𝑃th,CC,e and power consumption 𝑃el,RHP of the RHP in (4.31), (4.32), and (4.33) were 
replaced by first degree polynomials in (6.1), (6.2), and (6.3) respectively:  
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 𝑃th,HP,c = 𝑒1
∗ + 𝑒2

∗𝑇r,HP,e + 𝑒3
∗𝑇r,HP,c (6.1) 

 𝑃th,CC,e = 𝑓1
∗ + 𝑓2

∗𝑇r,CC,e + 𝑓3
∗𝑇r,CC,c (6.2) 

 𝑃el,RHP = 𝑆RHP(𝑔1
∗ + 𝑔2

∗ 𝑇r,RHP,e + 𝑔3
∗𝑇r,RHP,c) (6.3) 

The coefficients of regression 𝑒1
∗ to 𝑒3

∗, 𝑓1
∗ to 𝑓3

∗, and 𝑔1
∗ to 𝑔3

∗ were found similarly as in 
Chapter 4 and are provided in Appendix D. The inaccuracy of the models increased due 
to the simplification as the sum of normalised squared error for the fits increased from 
0.01 for the thermal powers and 0.003 for the electrical input to 0.06 and 0.04 
respectively. However, these were assumed acceptable in return for reduction of the 
model order for the MPC application. 

• Curve fits or thermal losses instead of OC and HX models 

To avoid the highly nonlinear NTU-ε method for modelling the OC and HX, their models 
were replaced by curve fits or parameters. The CC evaporator inlet 𝑇r,CC,e, which was 
calculated as an output of the OC model 𝑇f,OC in Chapter 4, was replaced by a parameter 
 𝑇f,OC,set in the CC model. It is in fact the set-point temperature for the PID controller of 
the OC (cf. Chapter 5). Similarly, the OC and HX models were replaced with (6.4) to 
calculate the inlet in the medium temperature circuit of the AdC, which returns from the 
OC over the system-separating HX. 

 𝑇r,AdC,M = ℎ1 + ℎ2𝑇amb (6.4) 

The coefficients ℎ1 and ℎ2 were included as parameters of the AdC model and were 
found by regression analysis with data from ca. 130 hours of steady state summer 
operation (Appendix D). The HP evaporator inlet 𝑇r,HP,e coming from the OC was 
calculated using (6.5) and helped avoid the OC and HX model.  

 𝑇r,HP,e = 𝑇amb − 𝑇HX,loss (6.5) 

𝑇HX,loss was included as a parameter of the HP model and represents a temperature 
loss over the HP-OC heat exchanger. 

The HX on the secondary side of the HP condenser circuit to HTES was replaced by a 
thermal loss parameter 𝑃th,HX,loss in the HP model. The effective heating power 𝑃th,HP,c,eff 
was calculated using (6.6). 

 𝑃th,HP,c,eff = 𝑃th,HP,c − 𝑃th,HX,loss (6.6) 

Since the OC and HX models were replaced by curve fits the need to evaluate the mass 
and energy balance in the AdC and RHP medium temperature circuits was not necessary. 

• Maximum electrical power consumption of OC 𝑃el,OC in all operation modes 

To avoid using the highly nonlinear fan laws for calculating the OC’s power 
consumption 𝑃el,OC it was assumed that the OC operates at its maximum speed 
𝑅𝑃𝑀OC,max during all operation modes. This is indeed a reasonable assumption 
considering the operation of chillers in summer usually requires a greatest possible heat 
sink and the operation of HP in winter requires a greatest possible heat source. 
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Additionally, this assumption facilitated for the economic optimisation to solely consider 
the electrical consumption of the two machines (𝑃el,RHP and 𝑃el,AdC) with the OC’s 
consumption being same for both. The 𝑃el,OC was calculated using (6.7). 

 𝑃el,OC = 𝑃el,OC,max(𝑆CC + 𝑆AdC + 𝑆HP) (6.7) 

• Reduced number of layers (discretisations) in HTES and CTES 

Since each layer in the tank model is a system state, it would be impractical to 
implement the HTES and CTES models with 90 and 40 layers respectively (as in  
Chapter 4) in the MPC formulation. Instead, the tanks were simulated with one layer for 
each temperature sensor installed in the tank (9 for HTES and 4 for CTES) and it was 
assumed that the sensors are equidistantly placed. This was in accordance to the 
literature that a simplified stratified tank model suffices for control related applications 
and gives better results than a completely mixed tank (cf. Chapter 4).  

• Auxiliary consumption of the plant 𝑃el,aux during different operational modes 

𝑃el,aux was calculated as a function of the switches of the components and their 
corresponding auxiliary consumption, as shown in (6.8). 

 𝑃el,aux = 𝑃el,aux,HP𝑆HP + 𝑃el,aux,CC𝑆CC + 𝑃el,aux,AdC𝑆AdC (6.8) 

The individual auxiliary consumptions were measured during the functional tests of 
the different operation modes (cf. Chapter 4). 

Operational constraints: Application oriented constraints were used to avoid running 
the system under unfavourable conditions such as beyond safety limits or outside the 
data-range used to fit the models. The constraints were classified as critical constraints 
or not-critical constraints for simplification of the optimisation problem.  

Critical constraints were defined as constraints whose violation leads to a solution 
which is not physically implementable on the plant or which leads to a system shut-down 
requiring a complete manual restart. Critical constraints, e.g. electricity balance or 
simultaneous operation of two contradicting machines were programmed as hard 
constraints. Whereas, the not-critical constraints were defined as constraints whose 
violation leads to a shut-down by the individual component’s internal controller but no 
manual restart is necessary. They were included as soft constraints (Lefort et al., 2013) 
and smoothened vanishing constraints (Jung et al., 2018) using slack variables for 
numerical stability of the algorithm and also a hardware-friendly operation. 

Examples of critical constraints are:  

• Constraint on simultaneous operation of two contradicting machines 

When the simultaneous operation of two or more machines was not desired, then they 
were designated as contradicting machines and hydraulically separated. For instance, 
the simultaneous operation of both chillers, CC and AdC, is restricted. In this case, the 
binary switches of contradicting machines were used in a hard inequality constraint as 
shown in (6.9), (6.10), and (6.11). 
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 0 ≤ 𝑆CHP + 𝑆HP ≤ 1 (6.9) 

 0 ≤ 𝑆HP + 𝑆CC ≤ 1 (6.10) 

 0 ≤ 𝑆CC + 𝑆AdC ≤ 1 (6.11) 

where, 𝑆CHP, 𝑆HP, 𝑆CC, and 𝑆AdC ∈ {0,1}. 

The solution provides only physically permissible combinations of the different 
switches i.e. a permissible operating mode (see Appendix B.3) 

• Electrical balance 

The electrical power balance in the system, irrespective of the operation mode, was 
framed as an equality constraint shown in (6.12) using two continuous control variables 

𝑃el,grid,buy and 𝑃el,grid,sell.They represent the amount of electricity bought from the grid 

or sold to the grid respectively. The other terms are calculated in the respective 
component models or are time-varying parameters.  

𝑃el,CHP + 𝑃el,grid,buy = 𝑃el,EL + 𝑃el,RHP + 𝑃el,AdC + 𝑃el,OC + 𝑃el,aux + 𝑃el,grid,sell (6.12) 

Examples of not-critical constraints are:  

• Constraints on HP operation limits 

The operation of a HP was limited within the minimum permissible vaporisation 
pressure and the maximum permissible condensation pressure of the refrigerant  
(cf. Chapter 4). The corresponding temperatures for the evaporator inlet and condenser 
inlet were used to formulate a smoothened vanishing constraint to restrict the HP’s 
operation outside these temperatures.  

 𝑆HP(𝑇r,HP,e,min − 𝑇amb − 𝑠𝑇r,HP,e,min
) ≤ 𝜀𝑇r,HP,e,min

 (6.13) 

 𝑆HP(𝑇r,HP,c − 𝑇r,HP,c,max − 𝑠𝑇r,HP,c,max
) ≤ 𝜀𝑇r,HP,c,max

 (6.14) 

where, 𝜀𝑇r,HP,e,min
≪  𝑇r,HP,e,min and 𝜀𝑇r,HP,c,max

≪  𝑇r,HP,c,max. The application of (6.13) 

ensures that HP operation at ambient temperatures below a user-defined temperature 
limit 𝑇r,HP,e,min is penalised via the slack variable 𝑠𝑇r,HP,e,min

≥ 0 in the cost function. 

Similarly, the constraint (6.14) ensures that HP operation at condenser inlet 
temperatures 𝑇r,HP,c (corresponding to 𝑇HT1) higher than a user-defined temperature 
limit 𝑇r,HP,c,max is penalised via the slack variable 𝑠𝑇r,HP,c,max

≥ 0.  

• Constraint on maximum CHP return-line temperature 𝑇r,CHP 

Using a slack variable 𝑠𝑇r,CHP,max
, the formulation in (6.15) ensures that CHP operation 

is penalised at return-line temperatures 𝑇r,CHP (corresponding to 𝐻𝑇1) higher than a 
user-defined temperature limit 𝑇r,CHP,max. 

 𝑆CHP(𝑇r,CHP − 𝑇r,CHP,max − 𝑠𝑇r,CHP,max
) ≤ 𝜀𝑇r,CHP,max

 (6.15) 

The violation of this constraint leads to a safety shut-down of the CHP and an 
automatic restart occurs after the temperature cools down below a pre-set value.  
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No critical danger is posed to the operation of the MPC architecture but multiple 
automatic restarts may lead to component failure.  

• Constraint on minimum HTES temperature for AdC operation 

Using slack variable 𝑠𝑇r,AdC,H,min
, the constraint (6.16) ensures that an AdC operation at 

driving temperatures (corresponding to 𝑇HT8) below a user-defined temperature limit 
𝑇r,AdC,H,min is penalised in the cost function. 

 𝑆AdC(𝑇r,AdC,H,min − 𝑇r,AdC,H − 𝑠𝑇r,AdC,H,min
) ≤ 𝜀𝑇r,AdC,H,min

  (6.16) 

The violation of this constraint leads to low efficiency operation of AdC but no critical 
shut-down. 

• Constraint on system states 

The tank temperatures and the dynamic thermal power of CHP were limited within a 
range by formulating soft constraints (6.17) to (6.22). 

 𝑇HT𝑖
≤ 𝑇HT𝑖,max

+ 𝑠𝑇HT𝑖
 , for 𝑖 in 1 , . . . , 𝑁layers,HT (6.17) 

 𝑇HT𝑖
≥ 𝑇HT𝑖,min

− 𝑠𝑇HT𝑖
 , for 𝑖 in 1 , . . . , 𝑁layers,HT (6.18) 

 𝑇CT𝑖
≤ 𝑇CT𝑖,max

+ 𝑠𝑇CT𝑖
, for 𝑖 in 1 , . . . , 𝑁layers,CT (6.19) 

 𝑇CT𝑖
≥ 𝑇CT𝑖,min

− 𝑠𝑇CT𝑖
  , for 𝑖 in 1 , . . . , 𝑁layers,CT (6.20) 

 𝑃th,CHP ≤ 𝑃th,CHP,nom + 𝑠𝑃th,CHP
 (6.21) 

 𝑃th,CHP ≥ 0 (6.22) 

The minimum and maximum permissible temperatures for each layer are time-
constant general parameters in the MPC model and 𝑠𝑇HT𝑖

and 𝑠𝑇CT𝑖
 ∈  ℝ, ≥ 0 are their 

corresponding slacks. Similarly, the non-negative slack 𝑠𝑃th,CHP
 corresponds to the 

system state 𝑃th,CHP. 

• Constraint on tank temperatures to ensure adequate heating or cooling feed-line 
temperature 

The CTES and HTES temperatures connected to the feed-line in the TC circuit were 
constrained using slack variables. Inadequate temperature in tanks were penalised using 
(6.23) and (6.24) respectively. 

 𝑇CT1 ≤ 𝑇f,TC,set + 𝑠𝑇f,TC,set
 (6.23) 

 𝑇HT,LoadLayer ≥ 𝑇f,TC,set − 𝑠𝑇f,TC,set
 (6.24) 

• Minimum runtime or maximum switching cycles of a machine 

Manufacturers of the CHP and RHP recommended maximum switching cycles or 
minimum runtimes to maintain a longer operational life of the mechanical components. 
The minimum up-times and down-times of the machines were constrained using 
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minimum dwell time constraints (Jung et al., 2018) formulated within the combinatorial 
integral approximation problem (cf. Chapter 3). 

With the setting of minimum runtime constraints typically in the range of 30 to 60 
minutes the switching over of modes requiring 140 seconds is assumed irrelevant to be 
included in the simulation models or the NLP formulation. This is in reference to the 
assumption made in Section 4.4. 

The slack variable vector 𝒔 resulting from the above constraint formulations is 
summarised in (6.25): 

𝒔T =
[𝒔HT {1,...,HT𝑁}

, 𝒔CT {1,...,CT𝑁}
, 𝑠𝑃th,CHP

, 𝑠𝑇r,HP,e,min
, 𝑠𝑇r,HP,c,max

, 𝑠𝑇r,CHP,max
, 𝑠𝑇r,AdC,H,min

, 𝑠𝑇f,TC,set
] (6.25) 

Summary of models, parameters, constraints, and controls:  

The model set from Chapter 4 and the above simplifications formed an explicit ODE 
system of type �̇�(𝑡) = 𝑓(𝑥(𝑡), 𝑢(𝑡), 𝑏(𝑡), 𝑐(𝑡), 𝑝). The system states 𝒙 are thermal power 
of the CHP and HTES and CTES layer temperatures. The continuous controls 𝒖 are the 
electrical power bought from and sold to the grid. The binary controls 𝒃 are the switches 
for the four components. The parameter set 𝒑 comprises of various component model 
parameters, such as nominal capacities and efficiencies, and also MPC tuning parameters 
such as maximum tank temperatures used for constraining the optimisation problem. 
The time-varying parameters 𝒄 are forecasts for ambient temperature, loads and 
electricity prices as shown in (6.26) to (6.30).  

 𝒙T = [𝑃th,CHP, 𝑇HT1, . . . , 𝑇HT9, 𝑇CT1, . . . , 𝑇CT4], (6.26) 

 𝒖T = [𝑃el,grid,buy, 𝑃el,grid,sell], (6.27) 

 𝒃T = [𝑆CHP, 𝑆HP, 𝑆AdC, 𝑆CC], (6.28) 

𝒑T =

[𝑐𝑝,w, 𝜌w, �̇�AdC,L, �̇�AdC,H, 𝑃el,AdC,nom, 𝑃el,CHP,nom, 𝑃th,CHP,nom, ƞel,nom, ƞth,nom, 𝐻𝐶𝑉fuel, �̇�HP,c,

𝑇HX,loss, 𝑃th,HX,loss, �̇�CC,e, 𝑇f,OC,set, 𝑃el,OC,max, 𝑃el,aux, 𝐷HT, 𝐻HT, 𝑑HT, 𝑁layers,HT, 𝐿𝑜𝑎𝑑𝐿𝑎𝑦𝑒𝑟,

𝐷CT, 𝐻CT, 𝑑CT, 𝑁layers,CT, 𝑘, 𝜆eff, 𝑟fuel, �̇�TC, 𝑇f,TC,set, 𝑇r,HP,e,min, 𝑇r,HP,c,max, 𝑇r,CHP,max,

𝑇r,AdC,H,min, 𝑻HT𝑖,min, 𝑻HT𝑖,max, 𝑻CT𝑖,min, 𝑻CT𝑖,max, 𝜺, 𝑾s],  

  (6.29) 

 𝐜T = [𝑇amb, 𝑃th,HL, 𝑃th,CL, 𝑃el,EL, 𝑟el,buy, 𝑟el,sell], (6.30) 

6.2 Economic-MPC problem formulation 

The economic-MPC was formulated as a MIOCP with an economic objective and 
constraints on the operation limits. The following assumptions were made regarding the 
terms used in the cost function:  

• for the operational optimisation of a plant, its investment costs are not of significance 
especially in a retrofit scenario,  
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• the consumption related costs for final energies are of more significance in an 
economic optimisation than the operation and maintenance costs and if necessary 
the latter can be included in the cost function of an existing framework with relative 
ease,  

• if the minimum up/down time requirements are included as constraints in the MPC 
problem, then it is redundant to include start-up and shut-down costs in the cost 
function,  

• the tariff for final energies represents an ideal market situation where the complex 
interactions between energy markets, economic and regulatory frameworks, and 
status of grid are all captured in the tariff structure. 

Although some of the points above are a highly contested field of research, these 
assumptions lead to a clear simplification of certain highly complex issues with less 
significance to the end user of such control algorithms, e.g. the logic behind electricity 
price signals generated by grid operators or the different primary energy factors. 
Additionally, under the above assumptions the cost-efficient operation of a plant could 
be considered analogous to its energy efficient operation.  

The controller’s objective is shown in (6.31a). It is used to find an optimal control 
sequence that minimises the demand-related costs for final energy as described in  
VDI 2067 and penalises violations of the operational constraints. The total demand-
related cost is calculated as the integrated CHP fuel costs and the electricity bill over the 
entire time horizon 𝑡 ∈ [𝑡0, 𝑡f]. The electricity bill comprises of the cost of electricity 
bought from the grid less the revenues generated by selling electricity to the grid. 𝑾𝑠 is 
an appropriate diagonal weighting matrix ∈ ℝ𝑛𝑠×𝑛𝑠  reflecting the relative penalisation of 
slack variables 𝒔 ∈ ℝ𝑛𝑠 . 

For 𝑡 ∈ [𝑡0, 𝑡f]: 

min
𝐱(∙),𝐮(∙),

𝐛(∙),𝐬(∙)

∫ (SCHP(𝑡)�̇�fuel(𝑡)𝑟fuel(𝑡) + 𝑃el,grid(buy)(𝑡)𝑟el,buy

tf

t0

(𝑡) − 𝑃el,grid(sell)(𝑡)𝑟el,sell (𝑡)

+ 𝒔(𝑡)T𝑾s𝒔(𝑡))d𝑡 

(6.31a) 

subject to:  �̇�(𝑡) − 𝑓(𝒙(𝑡), 𝒖(𝑡), 𝒃(𝑡), 𝒄(𝑡), 𝒑) = 0, (6.31b) 

 ℎ(𝒙(𝑡), 𝒖(𝑡), 𝒃(𝑡), 𝒄(𝑡), 𝒔(𝑡), 𝒑) ≤ 0, (6.31c) 

 𝒙(𝑡0) − 𝒙𝟎 = 0, (6.31d) 

 𝒖lb ≤ 𝒖(𝑡) ≤ 𝒖ub, (6.31e) 

 𝒔(𝑡) ≥ 0, (6.31f) 

 𝒃(𝑡) ∈ {0,1}𝑛𝑏  . (6.31g) 

The nonlinear system dynamics and nonlinear path constraints are considered in 
(6.31b) and (6.31c) respectively while the initial state constraint for 𝒙𝟎 ∈ ℝ𝑛𝑥 is shown 
in (6.31d). The magnitude of the continuous controls 𝒖(𝑡) is bounded by a set of upper 
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bound values 𝐮ub ∈ ℝnu  and a set of lower bound values 𝐮lb ∈ ℝnu . The switches of the 
components are the binary controls 𝒃(𝑡) that are constrained to take a value either 0 or 
1 in (6.31g). 

A simplified MPC schematic is shown in Fig. 6-1 and the entire control architecture is 
discussed in the next section.  

 

Fig. 6-1 A simplified MPC schematic with inputs and outputs 

6.3 Control logic and control architecture 

The control logic of the MPC was implemented in the BAC system using the architecture 
shown in Fig. 6-2 and the steps involved in its execution are explained below:  

Step 1: The MPC loop is built by setting up the time grid (corresponding to prediction 
horizon and sampling time), the forecast reader, the NLP (formulation in (6.31)), and the 
NLP solver. Practical initial guesses for states and controls are generated for the entire 
prediction horizon using the conventional control logic within a simulation.  

Step 2: As part of the combinatorial integral approximation method (cf. Chapter 3), the 
NLP is first solved to create an optimal control vector with relaxed binary control 
variables. The optimal solution comprises of 𝒃relx ∈ [0,1], optimal continuous controls 
𝒖opt, and the states corresponding to that solution 𝒙opt. 

Step 3: If the relaxed solution is feasible then, it is approximated to a strictly binary 
solution  
𝒃aprx ∈ {0,1}. 

Step 4: Only if both steps 2 and 3 lead to a feasible solution then, the actual 𝒃aprx is 

used as 𝒃opt to generate the control signal. However, if an infeasibility or error is 

reported in the previous steps then, the previous optimal solution is used to generate the 
control signal. This fall-back mechanism ensures that useful control signals are always 
provided to the field level even if the solutions of the optimisation problems are not 
successful. 

MPC

System dynamics

𝑓(𝒙 𝑡 , 𝒖 𝑡 , 𝒃 𝑡 , 𝒄 𝑡 , 𝒑)

Model parameters

𝒑

Path constraints

ℎ 𝒙 𝑡 , 𝒖 𝑡 , 𝒃 𝑡 , 𝒄 𝑡 , 𝒔(𝑡 , 𝒑) ≤ 0

𝒙 𝑡 ,𝒖 𝑡 ,𝒃 𝑡
States and controlsInitial values and forecast

𝑥init,𝑢init,𝑏init,𝒄 𝑡



6-Development of the Optimal Control Framework for the Trigeneration System  

131 

Step 5: If the actual 𝒃opt is used then, the first element for each component switch from 

the entire optimal solution vector is identified. Or else, if the previous optimal solution is 
used then, the component switches corresponding to the current time stamp is identified. 
The relevant combination of switches is used to generate the corresponding operation 
mode number (cf. Appendix B.3). The time remaining until end of time-step is calculated 
considering the time needed from Step 2 through Step 5. 

Step 6: The operation mode number generated in step 5 is applied as the control signal 
for the duration of time remaining until end of sampling time. The operation of the plant 
is realised through the communication structure between the automation level and the 
field level (cf. Chapter 4).  

Step 7: After waiting for time remaining until end of sampling time, measurements of 
the process variables relevant to the MPC are updated and a new prediction horizon 
shifted by sampling time length is generated. 

Step 8: At the next sampling instance, the updated measurements, new forecast, and 
the previous control signal are collected as variables and parameters for the MPC loop. 
These are needed as the initial states, initial controls, and time-varying parameters for 
the NLP. The new NLP is solved again in Step 2 and the process is repeated. 

6.4 Programming execution and computation hardware 

At the management level of the BAC, all necessary algorithms and data sources were 
programmed in the Python 3.7 64-bit environment using the Scientific Python 
Development Environment (Spyder 3.3.5). The simulation of system dynamics was done 
using grey-box models of the components from Section 4.4 and their further 
simplifications from Section 6.1 adapted into the Python environment from 
OpenModelica. CasADi (Andersson et al., 2019) was used via its Python interface for 
implementation of the system model and the discretized MIOCP. The numerical 
integration of the models within simulations was done using the IDAS solver from the 
SUNDIALS suite (Hindmarsh et al., 2005). The relaxed NLPs were solved by employing 
IPOPT (Wächter and Biegler, 2006) with the linear solver MUMPS (Amestoy et al., 2001) 
in the CasADi environment. The combinatorial integral approximation problem with 
minimum up/down-time constraint was solved using the tailored branch-and-bound 
method implemented in pycombina (Bürger, 2020). For inputs to the MPC, Python 
modules such as Dark Sky API (Kubis, 2018) for ambient temperature and epex-scraper 
for electricity prices (Roche, 2018) were used. Load profiles were saved as CSV files and 
input in the MPC framework using Python Pandas (McKinney, 2010).  

All necessary software, database, and communication protocols were installed on the 
same workstation computer with an Intel® Xeon 3.07 GHz CPU and 8 GB RAM and 
running a Windows 10 64-bit system. 
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6.5 Summary and outlook 

The theory of mixed integer optimal control problems (MIOCP) from Chapter 3 and 
results of control-oriented models, forecast values, and the experimental set-up from 
Chapter 4 were brought together in the development of an optimisation algorithm for 
the INES trigeneration system.  

Engineering know-how gained during experiments for system analysis and model 
evaluation was used for simplification of the models making the MIOCP more 
computationally robust and fast. Soft constraints and smoothened vanishing constraints 
were programmed using slack variables to increase feasibility of the optimisation 
problem. Similarly, the combinatorial integral approximation method along with direct 
collocation was implemented for faster solutions of the MIOCP problems and acquiring 
binary control signals for the machines. The optimisation problem was summarised into 
system states, parameters, binary controls, continuous controls, and slack variables by 
combining the models, forecast data and component catalogues. These were integrated 
into the control architecture for implementation of MPC. The setting up of time loops, 
collecting forecast data, initialisation of the problem, its execution after every sampling 
time, and application of the optimal control vector was explained in a flowchart. 

With the individual blocks for MPC application now in place a full-scale demonstration 
is given in coming chapters to test the algorithm for its real-time capabilities and 
industry-oriented application. Examples of individual tests with different types of load 
and electricity price profiles or different component combinations are shown and 
discussed. 
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Fig. 6-2 Control logic of MPC and control architecture to implement the MPC loop in the INES building 
automation and control system 
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7 Experimental Results: Economic-MPC for the Trigeneration System 

The energy plant management system for the INES trigeneration system implements 
an implicit economic-MPC in a receding horizon scheme. At each sampling instance or 
time-step, the MPC algorithm uses a 24-hour horizon to calculate an optimal solution and 
simulate the corresponding system response for the entire horizon. It then applies but 
only the first element of the control signal vector before repeating in loop. A complete 
demonstration of this scheme is given in this chapter and the MPC’s plausibility is 
evaluated by illustrating and discussing the results of a single MPC iteration, multiple 
MPC iterations, and the measured values for one example of a long-duration test per 
season. The shortcomings and potential improvement for application of MPC in optimal 
scheduling of trigeneration systems are also discussed in this chapter. 

7.1 Results of one MPC iteration  

The control signal vector or optimal schedule and corresponding results for the  
24-hour horizon from one MPC iteration are discussed in this section. One example with 
a summer scenario and one example with a winter scenario representing typical 
applications of microscale trigeneration systems and the MPC tuning process are 
evaluated. Here, the interdependence of different aspects e.g. model output, initial states, 
constraints, and electricity prices, relevant to control of an energy system is discussed 
and the plausibility of MPC to provide a solution within this interdependency is 
demonstrated. 

 Summer scenario 

Table 7-1 summarises the parameters used to implement the summer scenario and to 
set-up the MPC. These parameters are selected using data sheets of the components and 
horizon lengths are selected based on standard MPC practices recommended in the 
literature (cf. Chapter 3.3 and Chapter 4.1). 

The control signal vector from one MPC iteration comprises of the switching sequence 
for the four machines (i.e. CHP, HP, AdC, and CC) over the entire horizon and is shown in 
Fig. 7-1 (a). Additionally, the results of the thermal balance, electrical balance, and tank 
temperatures corresponding to this binary control signal are shown in Fig. 7-1(b–c).  

The computation time for this iteration was 15 seconds and the significant results of a 
plausibility check in each subplot are explained in the following:  

Optimal solution maintains minimum up/down time and simultaneous switching 
constraints: The relaxed solution for the CHP 𝑆CHP,relx , CC 𝑆CC,relx, and AdC 𝑆AdC,relx is 
between 0.3 to 0.6 and it is 0.0 for the HP’s relaxed solution 𝑆HP,relx. These relaxed 
solutions respect the hard constraint (e.g. 0 ≤ 𝑆CC,relx + 𝑆AdC,relx ≤ 1) programmed in 
Chapter 6 to avoid simultaneous switching of two contradicting machines. The binary 
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solutions also respect this constraint due to the optimisation routine within pycombina. 
Additionally, the minimum up/down times are maintained as the CHP and AdC remain 
on or off for at least 1 hour while the CC remains on or off for at least 0.5 hours. 
As expected, the HP is not activated in summer. 

CC and AdC’s operation is reactive to electricity price and cold tank is charged 
predictively to support peak cooling load: For lower electricity buying price 𝑟el,buy, the 

CC’s operation is induced (increasing 𝑆CC,relx) and AdC’s is reduced (reducing 𝑆AdC,relx) 
and the cold tank is charged. Between 20 to 24 hours on the predicted horizon the CC’s 
operation is reduced (reducing 𝑆CC,relx) and AdC is induced (increasing 𝑆AdC,relx) as the 
𝑟el,buy is higher. Energy from the previously charged cold tank is used to satisfy higher 

cooling load during the peak hours. 

Table 7-11 Data for the time-varying parameters and constant parameters used to define a sample 
summer scenario for one MPC iteration  

Parameter Data  Parameter Data 

For implementing the scenario:  𝑇r,CHP,max 73 °C 

Forecast 𝑇amb Historical data 
 

𝑇r,AdC,H,min 55 °C 

Load forecast  

Hospital load, scaling 

between 12 kWth and  

2.7 kWth 

 

For MPC set-up: 

Elec. price 

forecast 

Two-price tariff, 

𝑟el,buy,EWERK 

 

Forecast horizon 24 hours 

For model set-up:  
Time grid Varying length 

𝐻𝐶𝑉fuel 
12 kWh/m³ 

(Bundesnetzagentur, 2019) 

 

NLP solver  
IPOPT, MUMPS, 

adaptive strategy 

𝑟fuel 
0.72 €/m³ 

(Bundesnetzagentur, 2019) 

 
IPOPT acceptable 

tolerance 
0.01 

𝑇f,OC,set 30°C 
 
IPOPT max. CPU time 30 s 

𝑇HX,loss 2 K 

 

𝜀𝑇r,HP,e,min
, 𝜀𝑇r,HP,c,max

,

 𝜀𝑇r,CHP,max
, 𝜀𝑇r,AdC,H,min

 
0.1 

𝑃th,HX,loss 1 kWth 
 

𝑊𝑠 1  

�̇�TC 1.2 m³/h 
 
Pycombina max.  

CPU time 
30 s 

𝑇f,TC,set 14 °C 
 

Min. up/down time 
1 h for CHP and AdC 

0.5 h for HP and CC 

For operational constraints: 
 
Initial tank temp. 

[°C] 

[THT1…THT9] = [65…80] 

[TCT1…TCT4] = [10…12] 

𝑇HT𝑖,max 95 °C 
 

Initial controls 
CHP and AdC = On 

CC and HP = Off 

𝑇HT𝑖,min 5 °C  
Initial state 

vector 

Conventional control 

simulation 

𝑇CT𝑖,max 30 °C 
 
  

𝑇CT𝑖,min 5 °C 
 
  

Varying time-steps: The varying time-grid or time-steps of 5 minutes for the first 15 
minutes and then 15 minutes for the remaining 23 hours and 45 minutes is observed in 

                                                                    

1 Parameters defined in Chapter 4 to 6 are not included  
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Fig. 7-1 (b-d). For the first 15 minutes, three 5-minute discretisations are calculated and 
for the remaining time, ninety-five 15-minute discretisations are calculated. 

Dynamic behaviour of CHP’s thermal output and part-load behaviour of AdC’s cooling 
power is observed in thermal (heating) balance: The dynamic behaviour of 𝑃th,CHP  is 
simulated as it takes two to three 15-minute discretisations for reaching its nominal 
value of ca. 10.5 kWth after the CHP is switched on. The  𝑃th,AdC,H is higher when the AdC 
is switched on and then reduces with decreasing HTES temperature due to part-load 
operation. Additionally, there is no heating load 𝑃th,HL or thermal power of the HP 
𝑃th,HP,H, as expected during this summer test. The discharge of HTES occurs due to 
𝑃th,AdC,H and is balanced by the thermal power of the CHP 𝑃th,CHP and the power 
consumed from the hot tank 𝑃th,HT at a particular instant. Negative 𝑃th,CHP indicates the 

power stored in the HTES and results in increase of the tank temperature. 

Static behaviour and part-load behaviour of CC’s and AdC’s cooling power is observed 
in thermal (cooling) balance: The CC’s cooling power 𝑃th,CC,e and AdC’s cooling power 
𝑃th,AdC,L display static behaviour as they reach their maximum output immediately after 
starting the machine. Their part-load operation depending on inlet temperatures (tank 
temperatures) is also simulated. For instance, 𝑃th,AdC,L is greater when the machine 
begins operation under favourable conditions of higher HTES and CTES temperatures 
and reduces when driving temperature reduces in HTES and CTES also cools down. 

Lower cooling load during the night and higher cooling load during the day is forecasted 
in accordance to hospital operations: The cooling load forecast 𝑃th,CL is input from a 
database and is predicted to be lower during the night (Time = 4 to 15 h) and increase 
during the day (Time = 15 h) with a peak of ca. 12 kWth during the afternoon at 14:00 
(Time = 22 h). This load is balanced by 𝑃th,CC,e or 𝑃th,AdC,L in combination with the power 
from the cold tank at a particular instant 𝑃th,CT. A negative cooling power indicates the 
power stored in the CTES and results in decrease of the tank temperature. 

CHP operation is reactive to electricity price and long peak electrical loads are avoided: 
The total electrical load 𝑃el,EL,total comprises of the reference (imaginary) load from a 
database and actual requirements of the machines. The 𝑃el,EL,total is satisfied by the 
electrical power of the CHP 𝑃el,CHP and electricity bought from grid 𝑃el,grid,buy. Negative 

𝑃el,CHP  represents the electricity sold to the grid 𝑃el,grid,sell. The generation of peaks is 

avoided and operation of CHP is favoured especially during times of high 𝑟el,buy. 
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Fig. 7-1 Graphical representation and plausibility check of the MPC’s solution at 11:00 (Time = 0 h) for 
a 24-hour forecast horizon for a test in summer. (a) Relaxed solution and resulting control signal with 
binary switches, (b) Thermal (heating and cooling) and electrical balance, and (c) tank temperatures 
corresponding to the binary switches. Negative 𝑃𝑡ℎ,𝐶𝐻𝑃 and 𝑃𝑒𝑙,𝐶𝐻𝑃 represent charging of HTES and 
electricity sold to grid respectively  
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MPC finds an optimal state vector while respecting operational constraints:  
The simulated tank temperatures are system states in the optimisation problem and are 
constrained using soft constraints (cf. Chapter 6). The optimal solution maintains these 
states within the maximum and minimum temperatures specified for the two 
tanks 𝑇HT𝑖,max, 𝑇min, 𝑇CT𝑖,max, and 𝑇min in Table 7-1 and respects operational constraints 
such as maximum CHP return-line temperature  𝑇r,CHP,max, minimum  
return-line temperature for driving the AdC  𝑇r,AdC,H,min, and feed-line temperature for 
the TC  𝑇f,TC,set. Any charging of the HTES (CTES) as shown in the thermal balance plots 
leads to increase (decrease) of the temperatures. Discharging has the reverse effect.  
The formation of thermoclines is more prominent in the HTES due to the higher 
temperature difference in feed-line and return-line during CHP operation. The 
stratification in CTES is not prominent due to the smaller (ca. 5 K) temperature 
differential for the chillers. 

 Winter scenario 

Table 7-2 summarises the parameters used to implement the winter scenario and to 
set-up the MPC. These parameters are selected using data sheets of the components and 
are based on standard MPC practices recommended in the literature (cf. Chapter 3.3 and 
Chapter 4.1). The optimal control vector and corresponding results for energy balances 
and tank temperatures of one MPC iteration for this winter scenario are shown in 
Fig. 7-2 (a-d) and the significant observations regarding MPC’s plausibility are: 

Table 7-21 Data for the time-varying parameters and constant parameters used to define the winter 
scenario for one MPC iteration 

Parameter Data  Parameter Data 

For implementing the scenario:  For MPC set-up: 

Forecast 𝑇amb Historical data 
 
Min. up/down time 

1 h for CHP 

0.5 h for HP 

Load forecast  

Hospital load, scaling 

between 16 kWth and  

HL 4.6 kWth 

 
Initial tank temp. 

[°C] 
[THT1…THT9] = [65…80] 

Elec. price 

forecast 

EPEX SPOT SE day-ahead 

price, 𝑟el,buy,EPEX  

 
Initial controls 

CHP = On 

HP = Off 

For model set-up: 
 Initial state 

vector 

Conventional control 

simulation 

𝑇f,TC,set 40 °C    

For operational constraints:    

𝑇HT𝑖,max 95 °C    

𝑇HT𝑖,min 10 °C    

𝑇r,CHP,max 70 °C    

𝑇r,HP,c,max 45 °C    

 

                                                                    

1 Parameters from previous table are not repeated 
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Heating load and electricity price forecast is in accordance to hospital operations and 
EPEX day-ahead auction prices respectively: The heating load forecast 𝑃th,HL is input from 
a database and is predicted to be lower during the night (Time = 5 to 11h) and increase 
during dawn (Time = 11h) with a peak of ca. 16 kWth in the afternoon from 14:00 and 
16:00 (Time = 21 to 23 hours). The load shows variation as expected in the operation of 
a hospital with multiple peaks in the morning and afternoon. This is balanced by the 
thermal power of the CHP 𝑃th,CHP and the power consumed from the hot tank 𝑃th,HT at a 
particular instant. Negative 𝑃th,CHP indicates the power stored in the HTES and results in 
increase of the tank temperature. The electricity forecast 𝑟el,buy corresponds to the 

𝑟el,buy,EPEX (cf. Chapter 4.1.6) and varies over the 24-hour horizon. The price is in the 

lower range during the evening hours and higher during the daytime operation. 

Heat pump operation is completely avoided: The HP is meant to cover peak loads 
(between 10 kWth and 16 kWth) with its nominal capacity of 16.7 kWth. However, the MPC 
solution covers the peak thermal loads (e.g. from Time = 16h to 24h) with the CHP and 
HTES combination. It provides a solution where HP is not operated over the entire period 
(𝑃th,HP,c = 0 kWth) and the CHP’s operation is prioritised. 

CHP operation is reactive to electricity price and hot tank is charged predictively to 
support peak heating loads: Similar to the summer scenario, the total electrical load 
𝑃el,EL,total comprises of a reference load from a database and requirements of the 
machines. The 𝑃el,EL,totalis satisfied by the electrical power of the CHP 𝑃el,CHP and 
electricity bought from grid 𝑃el,grid,buy. Negative electrical balance represents the 

electricity sold to the grid. The peaks during the day are supported by full-load operation 
of CHP at higher 𝑟el,buy. It is observed that the CHP is switched off for approximately  

1.5 hours (more than minimum down time) during night-time at lower 𝑟el,buy and saving 

HTES capacity for daytime operation of the CHP.  

MPC finds an optimal state vector while respecting operational constraints:  
The simulated results of the temperatures in the HTES illustrate the formation of 
thermoclines and the initial temperatures as summarised in Table 7-2. The MPC 
maintains tank temperatures 𝑇HT𝑖   within the maximum and minimum limits 
𝑇HT𝑖,max and 𝑇HT𝑖,min set at 95 °C and 10 °C respectively. Additionally, 𝑇HT1 does not 
violate the 𝑇r,CHP,max set at 70 °C and  𝑇r,HP,c,max set at 45 °C. The temperature of 𝑇HT6 is 
above the  𝑇f,TC,set set at 40°C ensuring adequate temperature is available in the tank for 
heating.  

 Conclusion from one MPC iteration in summer and winter scenario 

The analysis of the results from one MPC iteration in each scenario has shown a plausible 
control schedule for the plant that considers both thermal and electrical load forecasts 
while also maintaining operational constraints. The data needed to set-up the MPC was 
available in the data sheets of the components, facilitating the adaptability or tuning of 
the MPC to similar plants. Two different types of price signals and load profiles were 
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used. The simulated response of the system to the calculated control signal was of 
reasonable accuracy and the usefulness of the simplified models was established. 

The computation time for one iteration was between 10 to 15 seconds. This was within 
3% of the shortest control time-step and facilitated for the 140 seconds of valve 
positioning before a new iteration started. The maximum solution time was limited with 
the parameters: maximum CPU time in IPOPT (30 seconds) and in pycombina  
(30 seconds). An improvement in solution quality could be expected by permitting more 
time for these solvers. However, the permitted time should be set in the context of the 
length of a time-step. For instance, computation times of more than 1 minute on a 
sampling interval of 5 minutes especially in processes that change dramatically over the 
5 minutes could compromise the efficacy of the solution. 

With sensitivity analysis and long-duration tests on the real system the plausibility and 
availability of the complete MPC framework is evaluated in the next sections of this 
chapter.  
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Fig. 7-2 Graphical represenation and plausibility check of the MPC’s solution at ca. 17:00 (Time = 0 h) 
for a 24-hour forecast horizon for a test in winter. (a) Relaxed solution and resulting control signal with 
binary switches, (b) thermal (heating) balance, (c) electrical balance, and (d) tank temperatures 
corresponding to the binary switches  
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7.2 Parameter analysis 

A basic parameter analysis or what-if analysis was done to understand the effect of 
varying input parameters and initial values on the MPC solution. With the previously 
defined summer scenario as reference, a single iteration was solved with the following 
parameter variations:  

• increased minimum up/down time for all components to 4 hours, 
• reduced cooling load forecast by a factor of 0.75, 
• reduced initial temperature in hot tank, [THT1 … THT9] = [40…50]. 

The results are presented in Fig 7-3. The reference scenario was discussed in  
Section 7.1.1 and the variations are discussed below:  

(a) Increasing the minimum up/down time leads to a solution with fewer switches:  
It is noticed that the binary approximation routine maintains this constraint and 
calculates solutions with lesser frequent switching than the reference scenario. Although 
this may benefit the hardware, it may lead to violation of the tank temperature 
constraints, higher electricity consumption or other sub-optimal solutions. A careful 
tuning of the controller based on switching characteristics of the individual machines 
should be done and if minimum up/down time constraints are already formulated in the 
MPC problem, then it may be unnecessary to included switching costs in the objective 
function. 

(b) Reducing the cooling load leads to lower AdC and CC operation: As expected, the 
lower cooling load requires less operation of the chillers. The MPC adjusts its solution to 
cover majority of the load with AdC and reduce CC operation compared to the reference 
scenario. However, the lower requirement of AdC leads to lower CHP operation hours 
even though the electrical load is same as the reference scenario. 

(c) Lower initial HTES temperatures leads to higher CC operation and lower AdC 
operation: Due to the initially discharged HTES providing lower driving energy for the 
AdC, a lower AdC operation (lower 𝑆AdC,relx) and a higher CC operation (higher 𝑆CC,relx) 
is observed. This is indeed during peak hours especially in the first 4 hours of the test 
leading to higher consumption-related costs.  

The comparison of different cases not only demonstrates the plausibility of the MPC 
to adapt to various conditions but also highlights the effect of the binary approximation 
method on the final solution. The switching sequence of the AdC and CC are different in 
all the cases even though in some cases their relaxed solutions are similar with the 
difference arising due to solution of the MILP by pycombina (cf. Chapter 6). The quality 
of the binary approximation could be improved by increasing the maximum permissible 
CPU time for the pycombina routine or improving the mathematical formulation of the 
binary approximation problem. 

Only one MPC iteration per case is discussed to identify changes in the relaxed and 
binary solution. Variation of entire MPC solution for different scenarios is discussed in 
measured data of long-duration tests in Chapter 8. 
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7.3 Solution of binary problem versus relaxed problem  

The reason for applying strictly binary (integer value) controls instead of the relaxed 
(real value) controls to the components is the technical limitation of hardware. For the 
hardware implementation of a non-binary solution, the components should include a  
0-100% capacity control and the hydraulic connections should facilitate their 
simultaneous operation. For instance, a variable fuel input for CHP or variable speed 
compressor for RHP and multiple storage tanks permitting simultaneous operation of 
both chillers should be planned. Conversely, even in modern microscale systems such an 
output modulation is not standard practice while the modulation is often possible only 
between a minimum power output (e.g. 25%) and the 100% power output due to 
technical limitations or other efficiency related issues. However, for evaluating the 
efficacy of the relaxed solution, highlighting the effect of its approximation to a binary 
signal, and for identifying any potential benefits (economic, operational or optimisation 
process), the MPC was simulated with relaxed binary controls by assuming to operate 
the components at a percentage of their maximum capacities. 

 Summer scenario 

In Fig. 7-4, the optimal control variables and corresponding results for the reference 
summer scenario from Section 7.1 are shown on the left-hand side. As a comparison, the 
reference scenario was solved with relaxed switches and the results are shown on the 
right-hand side of the figure. In contrast to the frequent binary switching, the relaxed 
solution implements the solution of the NLP to (theoretically) operate the components 
continuously at a percentage of their maximum capacities. The AdC and CC are operated 
simultaneously. Correspondingly, in the energy balances, fewer peaks are observed and 
continuous (but lower) charging of CTES and purchase from grid is noticed. This is also 
noticed in the tank temperatures as the saw-tooth behaviour of binary switching is 
replaced by a smoother solution. An improvement is also noticed in the tank 
temperatures as their terminal values match the operational limits.  
For instance, the terminal value of TCT1 is ca. 14 °C and is interpreted as optimal usage of 
the CTES’s capacity over the 24-hour horizon.  

 Winter scenario 

A similar comparison is made to the reference winter scenario from Section 7.1.  
The CHP operates continuously in the relaxed solution and is turned off for 1 hour. 
However, there is no significant difference in the two solutions since the CHP operates at 
full-load in both cases for most of the horizon. A mixing of the top layers is noticed in 
tank temperatures of the relaxed solution between Time = 6 to 8 h. The CHP operates at 
part-load during this period and temperature difference between feed-line (𝑇HT9) and 
return-line (𝑇HT1) is low. This results in colder water entering the already hot tank and 
causing deterioration of the thermal stratification.  
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Fig. 7-4 Comparison of MPC output with strictly binary switches (MINLP) and MPC output with relaxed 
switches (NLP) for the previously shown reference summer scenario. (a) Solution with binary switches 
and (b) solution with relaxed switches 

(a) Binary switches (b) Relaxed switches
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Fig. 7-5 Comparison of MPC output with strictly binary switches (MINLP) and MPC output with relaxed 
switches (NLP) for the previously shown reference winter scenario. (a) Solution with binary switches 
and (b) solution with relaxed switches 

(a) Binary switches (b) Relaxed switches
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7.4 Results of multiple MPC iterations 

The receding horizon scheme for MPC is applied in this work. As an example of this 
scheme, MPC iterations for a winter scenario with weekday loads of a non-residential 
building and electricity prices corresponding to the 𝑟el,buy,IMG from Section 4.3, are 

collected at a 4-hour interval over a 24-hour period. The results of this test are illustrated 
in Fig. 7-6 with the thermal (heating) balance calculated at the particular sampling time 
(specified as title of subplot). As the forecast horizon recedes or shifts, the heating load 
forecast 𝑃th,HL and electricity price 𝑟el,buy for the next 24 hours are updated and a new 

optimal schedule is calculated. For instance, in the second subplot (2020-02-25 15:45) 
the electricity price at Time = 0 h is higher (> 0.26 €/kWhel) than the expected price  
(< 0.24 €/kWhel) as per the forecast at Time = 4 h in the first subplot (2020-02-25 
11:45).  

Another change in the optimal schedule is noticed within the last four subplots as the 
MPC uses more 𝑃th,HP during lower electricity prices with increasing 𝑃th,HL in the 
updated forecast. Since the 𝑃th,HL profile is based on a weekday (no significant intra-day 
changes in thermal loads), the forecast at 11:45 on both days is similar. 
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Fig. 7-6 Multiple MPC iterations in 4-hour intervals representing a 24-hour test. Shifting of horizon and 
update of forecast, electricity rate and optimal schedule is noticed in each sub-plot. For instance, 
inclusion of more HP operation during cheaper electricity rate as higher heating load is forecasted on 
the horizon  

rel,buy

rel,buy

rel,buy

rel,buy

rel,buy

rel,buy

rel,buy

Time real [HH:MM]
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7.5 Long-duration tests with economic-MPC 

For the full-scale demonstration of cost-efficient and grid-supportive scheduling of the 
plant with MPC, long-duration tests with varying initial conditions, load forecasts or MPC 
settings were performed. The aim of these tests was to exhibit a stable, integrated, and 
practical operation of the MPC as part of the building automation and control system. 
The results for one summer and one winter scenario are illustrated. The detailed 
operation of the machines and the resulting changes in tank temperatures and 
interaction of the hydraulic circuits are explained in Chapter 4. 

 Summer scenario 

A scenario with a small hospital having 12 kWth peak cooling load and adjusted to start 
on a Thursday was selected for the summer test. The hot and cold tanks (HTES and CTES) 
were mixed and had an initial homogeneous temperature of ca. 56 °C and 15 °C 
respectively. The initial control guess for the machines was based on the initial tank 
temperatures. For example, the initial values of the HTES temperatures were closer to 
minimum temperature for operating the AdC (𝑇r,AdC,H,min = 55 °C), so the initial controls 
for AdC was set to off. The initial values for CTES temperatures were higher than the set 
feed-line temperature in the TC circuit (𝑇f,TC,set = 14 °C), i.e. the CTES was warmer than 
constraint, so the initial control for peak load compression chiller CC was set to on.  
Other parameters for the summer scenario are summarised in Table 7-3. 

Table 7-31 Data for the time-varying parameters and constant parameters used to define the summer 
scenario for a long-duration test 

Parameter Data  Parameter Data 

For implementing the scenario:  For MPC set-up: 

Forecast 𝑇amb 
For Offenburg with the 

Dark Sky API 

 
Min. up/down time 

1 h for CHP and AdC 

0.25 h for HP and CC 

Load forecast  

Hospital load, scaling 

between 12 kWth and  

2.7 kWth 

 
Initial tank 

temp. [°C] 

[THT1…THT9] = [53…56] 

[TCT1…TCT4] = [14…15] 

Elec. price 

forecast 

Two-price tariff, 

𝑟el,buy,EWERK 

 
Initial controls 

CHP and CC = On 

AdC and HP = Off 

Assumed start day  Thursday 
 Initial state 

vector 

Conventional control 

simulation 

For model set-up:    

𝑇f,OC,set 14 °C    

For operational constraints:    

𝑇HT𝑖,max 95 °C    

𝑇HT𝑖,min 5 °C    

𝑇r,CHP,max 73 °C    

𝑇r,AdC,H,min 55 °C    

                                                                    

1 Parameters from previous tables are not repeated 
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The data measured during 4 days (approx.) of testing is illustrated in Fig. 7-7 (a-c) and 
the important points are summarised below: 

MPC utilises the CHP-AdC combination for prolonging CHP operation: 𝑃th,CHP  and 𝑃th,HT 
satisfy the thermal load generated by the AdC 𝑃th,AdC,H. Negative 𝑃th,HT represents 
charging of the HTES and is observed in the corresponding rise of its temperature. Four 
temperatures in HTES are shown, 𝑇HT1 to 𝑇HT8, with 𝑇HT1 being at the bottom and 
corresponding to the return-line for CHP and 𝑇HT8 corresponding to the driving 
temperature for the AdC. In most cases, the AdC operates as high temperature heat 
accumulates in the HTES and thereby the CHP operation is prolonged due to available 
HTES capacity. 

Tank temperature constraints are not violated: The temperature of all layers in the 
HTES or CTES are within their maximum or minimum safety constraints, namely 
 𝑇HT𝑖,max, 𝑇min, 𝑇CT𝑖,max, and 𝑇min. 

Non-critical temperature constraint violations are noted: 𝑇r,AdC,H,min and 𝑇r,CHP,max are 
both violated. The AdC is on while the 𝑇HT8 is below 𝑇r,AdC,H,min from ca. 20:45 to 21:45 
on the second day of operation (marked with “+” in Fig. 7-7 a). The CHP is on 
while 𝑇HT1 is higher than 𝑇r,CHP,max and is shut-down by its internal controller, e.g. at ca. 
05:00 on the second day, at ca. 04:00 on the third day, and at ca. 06:30 on the third day 
(marked with “×” in Fig. 7-7 a)1. The minimum up/down times are respected for the AdC 
and CC. However, the CHP operation violates this constraint at ca. 09:45 on the third day. 
Additionally, for some hours of the test 𝑇CT1 is above the set 𝑇f,TC,set of 14 °C e.g. from  
ca. 12:45 to 19:45 of second day. This leads to inadequate temperature for the three-way 
mixing vales to achieve the𝑇f,TC,set. 

Cooling load profile depicts a typical hospital operation and predictive charging of CTES 
is observed: 𝑃th,CC,e, 𝑃th,AdC,L, and 𝑃th,CT satisfy the cooling load 𝑃th,CL. The load follows 
the forecast for a hospital with higher demand during the day and lowers during night. 
Considering the start of the test adjusted to start the load profile on a Thursday, the 
demand is higher on first two days and only slightly less over third and fourth day 
(weekend). Cooling demand in a hospital does not significantly reduce on weekends.  
The variations in 𝑃th,CL due to the periodic operation of AdC are also observed  
(cf. Section 4.12). Negative 𝑃th,CT represents excess cooling produced by the chillers and 
charging of the CTES. Correspondingly, the CTES temperature reduces.  
Two temperatures in CTES are shown, 𝑇CT1 and 𝑇CT4, with 𝑇CT1 being at the bottom and 
matching to the feed-line of the TC and 𝑇CT4 matching to the return-line of the chillers. A 
night-time cooling of the CTES is observed especially on the second night for predictively 
charging the CTES to support daytime peak thermal loads. 

MPC operates the plant reactive to electricity price and energy requirements: 
The electricity price 𝑟el,buy,EWERK follows the two-tariff structure with a high tariff and 

                                                                    

1The violation of this limit and shutting down of CHP was partly observed due to the AdC’s fluctuating behaviour (cf. 
Section 4.12) 
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low tariff at certain times of the day. The total electrical load 𝑃el,EL,total is satisfied by the 
electricity produced by the CHP 𝑃el,CHP and electricity purchased from the gird 
𝑃el,grid. Negative 𝑃el,grid represents excess electricity produced by the CHP and sold to the 

grid. The peaks in 𝑃el,EL,total arise when CC is turned on. The MPC enables coupling of 
thermal and electrical loads and reduction of peaks during high 𝑟el,buy,EWERK by: 

• utilising minimum runtime operation of the CC,  
• predictive charging of CTES at low 𝑃th,CL, and  

• planning CHP operation during high 𝑟el,buy,EWERK by combining CHP with AdC. 

However, there are a few instances where the MPC operation is not (intuitively) grid-
supportive. For instance, the CC operates for ca. 5 hours in the beginning of the test 
(marked with “×”in Fig. 7-7 c) at high tariff. Another example is when the AdC-CHP 
combination is not running during high 𝑟el,buy,EWERK on the third day of the test (marked 

with “+” in Fig. 7-7 c) even though the HTES is completely charged. 
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 Winter scenario 

A scenario with a small hospital having 16 kWth peak heating load and adjusted to start 
on a Thursday, was selected for the winter test. The HTES had a homogeneous initial 
temperature of ca. 49.7 °C and accordingly the initial control for the CHP was set to on 
and for the HP was off. Other parameters for the winter scenario are summarised in 
Table 7-4. 

Table 7-4 Data for the time-varying parameters and constant parameters used to define the winter 
scenario for a long-duration test 

Parameter Data  Parameter Data 

For implementing the scenario:  For MPC set-up: 

Forecast 𝑇amb 
For Offenburg with the 

Dark Sky API 

 
Min. up/down time 

1 hour for CHP 

0.5 hour for HP 

Load forecast  

Hospital load, scaling 

between 16 kWth and  

4.6 kWth 

 
Initial tank temp. 

[°C] 
[THT1…THT9] = [35…53] 

Elec. price 

forecast 

EPEX SPOT SE day-ahead 

price, 𝑟el,buy,EPEX  

 
Initial controls 

CHP = On 

HP = Off 

Assumed start day  Thursday 
 Initial state 

vector 

Conventional control 

simulation 

For model set-up:    

𝑇f,OC,set 40 °C    

For operational constraints:    

𝑇HT𝑖,max 95 °C    

𝑇HT𝑖,min 10 °C    

𝑇r,CHP,max 73 °C    

𝑇r,HP,c,max 45 °C    

The data measured during approx. 4 days of testing is illustrated in Fig. 7-8 (a & b) 
with the following observations:  

Heating load profile is consistent to a typical hospital operation and lower change-of-
value in heating load is observed: 𝑃th,CHP and 𝑃th,HT satisfy the thermal load 𝑃th,HL while 
𝑃th,HP,c is not used. The heating load follows the forecast for a hospital with higher 
demand during the day and lowers during night. Considering the start of the test adjusted 
to start the load profile on a Thursday, the demand is higher on first two days and only 
slightly less over third and fourth day (weekend). It increases again on the final day 
representing a Monday. Heating demand in a hospital does not significantly reduce on 
weekends. Unlike the variations in measured thermal load during summer 𝑃th,CL, the 
thermal load in winter 𝑃th,HL  has lower change-of-value since AdC is not used  
(cf. Section 4.12). Negative 𝑃th,HT represents excess heating produced by the CHP and 
charging of the HTES. Congruently the HTES temperature increases and a thermocline is 
formed. Four temperatures in HTES are shown, 𝑇HT1to 𝑇HT8, with 𝑇HT1 being at the 
bottom and corresponding to the return-line for CHP, 𝑇HT6 corresponding to the feed-
line temperature for the TC (𝑇HT,LoadLayer) and 𝑇HT8 at the top of the tank. 
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No significant violation of constraints is observed: The layer-temperatures in the HTES 
do not violate their maximum or minimum safety constraint 𝑇HT𝑖,max or 𝑇HT𝑖,min. 
Additionally, 𝑇HT1 does not violate the 𝑇r,CHP,max set at 73 °C while CHP is on or 𝑇r,HP,c,max 
set at 45 °C when HP is on. The minimum up/down time is mostly respected for the CHP 
with an exception at ca. 01:00 during the third night when it is switched off for 0.75 hours 
(marked with an ‘x’ in Fig. 7-8 a) before turning on again. 𝑇HT6 is only shortly below the 
set  𝑇f,TC,set of 40 °C e.g. from ca. 17:00 to 19:30 of second day. This leads to inadequate 
temperature for the three-way mixing vales to achieve the  𝑇f,TC,set. 

MPC operates the plant reactive to electricity price and energy requirements: The 
electricity price 𝑟el,buy,EPEX follows the EPEX day-ahead tariff and 𝑃el,EL,total is covered by 

𝑃el,CHP and 𝑃el,grid. Negative 𝑃el,grid represents excess electricity produced by the CHP 

and sold to the grid. Consistent with user behaviour in a hospital the 𝑃el,EL,total is higher 
during the morning hours and a second peak is in the afternoon. As calculated in the 
previous section with one MPC iteration, the MPC manages to operate the CHP 
supporting the grid also in this long-duration test. It predictively turns off the CHP at low 
𝑟el,buy,EPEX  and low 𝑃el,EL,total to avoid overheating the HTES and ensure continuous 

operation of the CHP during the daytime. Another observation is the avoidance of HP 
usage and consequently no electrical peaks are generated during high 𝑟el,buy,EPEX .  
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 Conclusion of long-duration tests 

The results of the two long-duration tests over multiple days demonstrated the 
plausibility of the MPC loop for a stable optimal scheduling of the plant. The average 
computation time for one iteration was 10.4 seconds. The machines and the storage 
capacities were used to satisfy the thermal and electrical loads in consistence with the 
electricity price and weather forecasts. However, global optimality was not always 
guaranteed and the output of the binary approximation algorithm strongly affected the 
optimal schedule. Additionally, the choice of MPC parameters e.g. maximum permissible 
CPU time, tolerance of solvers, initial tank temperatures, and the load patterns also 
affected the performance of the solvers. A quantification of their effects through 
sensitivity analysis is an important research point for follow-up studies and the current 
lab set-up facilitates it. 

7.6 Fall-back solution and availability of the MPC framework 

Since a mathematical evaluation of the controller’s stability, e.g. Lyapunov stability is 
limited for economic-MPC problems, an alternative approach was used to evaluate the 
availability of the MPC. Considering availability to be a representative metric for the 
probability that the controller framework provides a practical schedule for the plant, the 
solver status provided by NLP solver IPOPT and time taken by pycombina was recorded 
to calculate the availability of the MPC framework. More precisely, a counter recorded 
the number of times an optimal solution, an acceptable solution (considering the 
tolerance of the NLP solver), or an infeasible solution was found, and if solution in 
pycombina exceeded the permitted time.  

The results for 378 hours of operational data are summarised in Fig. 7-9. An optimal 
solution was found for 80% of the total iterations and an acceptable solution was found 
for 12% of the total iterations. For 8% of the time an infeasible solution was recorded by 
the NLP solver. No particular correlation could be identified as cause of this infeasibility 
since many factors e.g. mathematical stability of solver, current tank temperature, 
predicted load, and minimum runtime are interdependent even in a single MPC iteration. 

As mentioned in Chapter 6, in case of an infeasible solution, the control signal 
corresponding to the current time-step from the previous optimal solution was applied. 
This fall-back solution increased the availability of the MPC framework as it did not fail 
to apply a practical control signal and ensured a reliable operation of the plant 
irrespective of numerical errors or mechanical errors during the MPC loop. 
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Fig. 7-9 High availability of the MPC framework due to the application of a fall-back solution as 
represented in terms of solution quality over 378 hours of operation time. In most iterations an optimal 
solution or an acceptable solution was found. In < 10% an infeasible solution was found and due to fall-
back solution in the MPC framework the previous optimal solution was applied. No particular 
correlation could be identified as cause of this infeasibility since many factors e.g. mathematical stability 
of solver, current tank temperature, predicted load, and minimum runtime are interconnected even in 
a single MPC iteration 

7.7 Summary and outlook 

Theoretical concepts of mixed integer optimal control problems and the practical 
framework of a building automation and control system were integrated together to 
demonstrate the application of an economic-MPC for optimal scheduling of the INES 
trigeneration lab. The analysis of MPC solutions for one iteration or multiple iterations 
established the plausibility of MPC to provide a predictive switching schedule capable of 
minimising consumption-related costs by considering multiple input forecasts, 
hardware constraints, and storage capacities simultaneously. The process of a receding 
horizon scheme was displayed and the complex interdependence of the various factors 
affecting the MPC solution was highlighted.  

The fall-back solution programmed in the control architecture of MPC resulted in high 
availability of the controller and was quantified by recording the output of the nonlinear 
problem solver and time taken for the binary approximation.  

The good fit of simulated system states and measured data established the efficacy of 
the models developed in Chapter 4 (and simplifications in Chapter 6) to be used in MPC 
of trigeneration systems. The recommendation that models need to be only of sufficient 
accuracy for MPC of thermal systems was successfully applied in this work as noticed in 
the MPC results and measured data of long-duration tests. 
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Although the constraint violations e.g. CHP safety return-line temperature or 
minimum runtime did not lead to failure of the algorithm or hardware damage, avoiding 
all constraint violations is of significant importance for widespread acceptance of MPC. 
For evaluating the violation of temperature constraints and minimum runtime 
constraints by MPC, the data from multiple tests was analysed. The details of this analysis 
and possible improvements are discussed in Chapter 8. 

 Challenges and research potential 

Multiple challenges and research potential were identified for the implementation of 
MPC to industrial systems in the future. 

Application of machine learning algorithms: The application of grey-box models makes 
it possible to integrate machine learning algorithms for parameterisation of the 
component models when developing MPC for green-field and retrofit systems. This is a 
highly relevant field of research and gives the possibility to include different component 
technologies and provide customised solutions for sector coupling and optimal control 
of decentralised energy systems. 

Cascading with rule-based controller: The possibility to cascade a MPC with a  
rule-based controller could be realised by applying explicit-MPC techniques. The optimal 
schedule of the MPC is forwarded as a look-up table for a rule-based controller in the 
form of the set-point values for tank temperatures or switching point between the 
primary and back-up systems. The rule-based controller then operates the plant as per 
these optimally set parameters but overrides the control in case any constraint violations 
occur. This type of cascaded control may facilitate a safer operation due to the hard 
constraints of the rule-based controller and simultaneously exploit the features of 
optimal control.  

Implementation of relaxed solution: The potential benefits of implementing a relaxed 
solution in this study were based on an elementary comparison and further analysis is 
necessary for their quantification. Such an analysis is possible through detailed  
long-duration simulations or a test set-up with components capable of output 
modulation. However, based on the practical experience gathered during this study, it is 
highly recommended that the economic benefits of a relaxed solution in retrofit 
scenarios will not overcome the investments (monetary and time) for modifying any 
internal controllers or hydraulic connections to ensure its hardware implementation. 

Mathematical scrutiny of optimisation algorithm and problem formulation:  
To improve the quality of the relaxed solution i.e. solution of the original nonlinear 
problem a thorough mathematical scrutiny of the optimisation algorithm and the 
problem formulation should be done. Further simplification of the models and reducing 
number of algebraic constraints should be attempted. Additionally, advanced solvers e.g. 
MA27 and MA57 within the IPOPT package and sensitivity analysis with the IPOPT 
setting parameters should be attempted. 
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Quality of binary approximation solution: The effectiveness of the binary 
approximation algorithm to find binary solutions that closely capture the dynamics of a 
relaxed solution and respect all constraints is of crucial importance. The evaluation of 
single MPC iterations revealed that the binary approximation is more effective if the 
relaxed solution for a component is closer to 0 or 1 (bang-bang form).  
Further improvement of the binary approximation method is necessary in order to find 
a best possible solution corresponding to the relaxed solution and is a valuable field of 
research in terms of MINLP solvers. The binary approximation methods must be 
critically evaluated for their mathematical formulation and further tests e.g. with higher 
permissible times should be done for their development. 

Uncertainty in forecast data, price predictions, and model mismatch: A deterministic 
forecast was used in this work because the focal point was to demonstrate and compare 
MPC against a reference controller under almost-identical conditions. Additionally, with 
the assumption that the slow dynamics of a thermal system are handled adequately with 
a receding horizon scheme a practical and simple approach was possible. However, when 
the effect of uncertainties in the input data (disturbances and measurement noise) or 
model output (numerical errors or mismatch) are a matter of concern then explicit 
techniques to formulate robust MPC or stochastic MPC should be applied (cf. Section 3.3). 
This is a highly relevant field of research and many theoretical studies have developed 
these approaches. A practical application of these approaches and quantitative analysis 
to evaluate their benefits for systems highly sensible to uncertainties and model 
mismatch is also a valuable research topic. 
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8 Experimental Results: Comparison of a Reference Controller and MPC 

A demonstration of the MPC’s performance in comparison to a rule-based 
conventional controller is given in this chapter. In addition to a detailed experimental 
analysis of one test per season, an economic calculation and operational analysis using 
data from 6 experiments in summer and 8 experiments in winter for a total operational 
time of 391 hours and 577 hours respectively is presented. An economic benefit in final 
energy costs of 6% to 15% was realised using MPC and further qualitative benefits from 
an engineering perspective were identified. 

8.1 Experimental analysis 

The performance of the MPC was compared to a reference controller under scenarios 
with almost-identical parameters: e.g. thermal load profile, electricity prices, and initial 
tank temperatures. The duration of a test was 1 to 5 days for each controller whereby 
the ambient temperature did not vary significantly. The details for each test are available 
in the list of tests in Appendix E. The results for one comparison in a summer scenario 
and one comparison in a winter scenario are illustrated in the following sections.  

 Summer 

The summer scenario for a long-duration MPC test described in Chapter 7 was also 
used for the reference controller. The reference controller followed a conventional  
base load matching – following thermal load strategy (BLM-FTL) as described in  
Section 2.3 and Section 4.1. Table 8-1 summarises the parameterisation of the 
conventional controller.  

Table 8-1 Parameters for implementing the reference controller for summer with switching point 

Parameter Value 

TCT1,max 12 °C 

TCT4,min 12 °C 

Switching point 6.5 kWth 

THT6,min 70 °C 

THT1,CHP,max 70 °C 

The values were selected after multiple tuning experiments and discussions with the 
component manufacturers to design a conventional controller specifically for the INES 
laboratory set-up. A hysteresis over the top and bottom tank temperatures was 
introduced to avoid frequent switching of the components and utilise the entire tank 
volume. 𝑇f,TC,set was set at 14 °C and during the test with a reference controller 𝑇f,TC,ref 
was achieved and during the test with the MPC 𝑇f,TC,MPC was achieved.  
Further description of the parameter selection is given in Appendix B.4. 
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The profiles of input parameters for both the controllers over the entire monitoring 
campaign are illustrated in Fig. 8-1. The ambient temperature for the reference 
controller 𝑇amb,ref  and the MPC 𝑇amb,MPC are similar over the 8 days of tests. The cooling 
load forecast 𝑃th,CL,fc is same for both the tests and is based on a hospital load profile.  
The actual cooling load covered by the reference controller 𝑃th,CL,ref and by the MPC 
𝑃th,CL,MPC are also shown in the figure. 

 

Fig. 8-1 Input data for a long-duration test of a summer scenario with reference controller started on 
28.08.2019 at 12:45 and MPC controller started on 01.09.2019 at 12:45 

In Fig. 8-2, the measured data for feed-line temperature to the TC achieved by the 
three-way mixing valve during the two tests is illustrated. During both tests the 𝑇f,TC,set 
set at 14 °C is closely tracked, with the exception of 𝑇f,TC,MPC during 12:45 to 18:45 on 
the second and third day of operation, which are referred later in this section. 

 

Fig. 8-2 Measurement data for the feed-line temperature to the cooling circuit in test chambers with 
reference controller and MPC starting at 12:45. Deviations from set-point occuring during times of 
inadequate cooling feed-line temperature in CTES are noticed 

To understand fundamental differences in the actions of the two controllers, the 
thermal and electrical balances with tank temperatures and electricity price are plotted 
in Fig. 8-3. 

The results of the test with reference controller are plotted on the left side of the figure 
and results with MPC are plotted on the right side. Both tests are of the same duration 
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(92.75 hours) and started with similar initial temperatures in the tanks. The significant 
observations are summarised below:  

Simpler tuning of MPC: The tuning of the MPC is done by defining the permissible 
operation range in the HTES and CTES using the parameters 
 𝑇HT𝑖,max, 𝑇min, 𝑇CT𝑖,max, and 𝑇min. The operation is bounded with temperature limits 
𝑇r,AdC,H,min, 𝑇r,CHP,max, and 𝑇f,TC,set, which are promptly defined in datasheets of the 
components.  

These constraints specify a wide range of possible operation within which the MPC 
automatically finds an optimal solution whereas the tuning of the reference controller is 
through the nontrivial process of commissioning routines, simulation studies, or 
guesswork based on recommendation of individual component manufacturers (often 
not directly suitable for multicomponent systems). 

Base load matching-following thermal load strategy and hysteresis is noticed in 
reference controller’s operation: In Fig. 8-3 (a) of the reference controller, the following 
thermal load operation of the CHP is observed. The CHP turns on when 𝑇HT6 is cooler 
than 𝑇HT6,min and remains on till 𝑇HT1 is hotter than 𝑇HT1,CHP,max. Similarly, the hysteresis 
control operation of the AdC and CC is seen in Fig. 8-3(b) of the reference controller.  
The chillers operate until 𝑇CT4 is cooler than 𝑇CT4,min  and turn on when 𝑇CT1  is warmer 
than 𝑇CT1,max. This operation gives the hysteresis controller its distinct saw-tooth 
pattern. As defined in the conventional controller’s base load matching configuration, it 
operates the AdC if 𝑃th,CL  ≤  6.5 kWth , else it operates the CC.  

In the thermal (heating) balance, 𝑃th,CHP  and 𝑃th,HT satisfy 𝑃th,AdC,H and charging of 
the HTES leads to stratified tank temperatures. Four temperatures in HTES are shown, 
with 𝑇HT1 being at the bottom and corresponding to the return-line for CHP and 𝑇HT8 
corresponding to the driving temperature for the AdC. In the thermal (cooling) 
balance, 𝑃th,CC,e, 𝑃th,AdC,L, and 𝑃th,CT satisfy 𝑃th,CL. Two temperatures in CTES are shown, 
with 𝑇CT1 being at the bottom (feeding the load) and 𝑇CT4 (going to the chillers).  

MPC does not violate minimum runtime constraint: As discussed in Section 6.1 the 
minimum runtime constraint is implemented in the controllers to consider the 
maintenance and lifetime of mechanical components in switch-critical machines such as 
CHP or RHP. It is implemented using the hysteresis logic in the reference controller and 
as a mathematical constraint in the MPC.  

In this particular scenario, a less switching or a more continuous operation of the 
components is observed in the reference controller due to the hysteresis dead-band logic 
over tank temperatures. The switching of components in MPC is more frequent because 
it does not depend only on the current tank temperatures but also on the forecast data, 
economic costs over the entire horizon, and the minimum up/down time setting as 
discussed in Chapter 7. The MPC maintains a higher average temperature in the HTES 
(73 °C compared to 66 °C by reference controller) and the switching of components does 
not violate minimum runtime constraint.  
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A more detailed analysis of this point is done in Section 8.3.2 with data collected over 
multiple tests.  

Inadequate cooling feed-line temperature in CTES: Even though a 2 K buffer was 
planned for the reference controller by setting the  𝑇CT1,min = 12 °𝐶 for the  
𝑇f,TC,set = 14 °𝐶 , the tank temperature is inadequate at certain points during the 
operation. The MPC also violates this constraint especially from 12:45 to 18:45 on the 
second and third day of operation. Referring to Fig. 8-2 earlier, it is in these regions of 
inadequate tank temperatures that 𝑇f,TC,MPC and 𝑇f,TC,ref deviate from 𝑇f,TC,set. 

Predictive charging of CTES by MPC: Higher night-time charging of the CTES with MPC 
is observed as it operates the CC even at lower cooling loads to predictively charge the 
CTES (almost till minimum permissible temperatures) for using the energy during 
daytime. 

Grid-adverse operation of reference controller and grid-supportive operation of MPC: 
Interpreting the thermal balances with respect to the electrical balances and electricity 
price  𝑟el,buy,EWERK in Fig. 8-3 (c), it is observed that the reference controller often 

operates the CC i.e. generates electrical peaks during times of high  𝑟el,buy,EWERK.  

This behaviour is more frequent when high thermal and electrical loads occur 
simultaneously and is significantly grid-adverse since electricity is purchased during 
peak hours. Additionally, it is observed that the reference controller produces excess 
electricity and adversely feeds it to the grid during night-time.  

On the other hand, the MPC minimises peaks (in most cases) during times of high 
 𝑟el,buy,EWERK. However, under certain circumstances e.g. lack of sufficient energy in CTES 

and peak cooling loads, the MPC also operates the CC during times of high  𝑟el,buy,EWERK. 

It then exploits the minimum up/down time of the CC and switches the machine 
frequently to avoid longer peaks. 
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 Winter 

The winter scenario for a long-duration MPC test described in Chapter 7 was also used 
for the reference controller. The reference controller followed a conventional BLM-FTL 
strategy. Table 8-2 summarises the parametrisation of the reference controller with 
hysteresis and a description of the parameter selection is given in Appendix B.  

Table 8-2 Parameters for implementing the reference controller for winter scenario with switching 
point 

Parameter Value 

THT1,max,CHP 70 °C 

THT1,max,HP 43 °C 

THT6,min 70 °C 

Switching point 10.5 kWth 

The profiles of input parameters for both the controllers over the entire monitoring 
campaign are illustrated in Fig. 8-4. Although the profiles of the ambient temperature are 
different during the two tests, the average ambient temperature is similar and the daily 
temperature differential is lower compared to summer tests. The heating load forecast 
𝑃th,HL,fc is same for both the tests and is based on a hospital load profile used in  
Chapter 7. The actual heating load covered by the reference controller 𝑃th,HL,ref and by 
the MPC 𝑃th,HL,MPC are also shown in the figure. Both the controllers follow the forecast 
more closely in winter compared to the summer test. 

 

Fig. 8-4 Input data for a long-duration test of a winter scenario with reference controller started on 
11.12.2019 at 16:00 and MPC controller started on 16.12.2019 at 16:00 

In Fig. 8-5, the measured data for feed-line temperature to the TC achieved by the 
three-way mixing valve during the two tests is illustrated. During both tests the 𝑇f,TC,set 
set at 40 °C is closely tracked with the exception at Time = ca. 16:00 to 22:00 on the 
second day of operation and the two distinct peaks for the 𝑇f,TC,ref at Time =ca. 16:00 on 
the second day and Time = ca. 09:45 on the last day, which are referred to later in this 
section. 
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Fig. 8-5 Measurement data for the feed-line temperature to the heating circuit in test chambers with 
reference controller and MPC starting at 16:00. Deviations from set-point occuring during times of 
inadequate heating feed-line temperature and peaks due to rapid mixing in HTES are noticed 

To understand fundamental differences in the actions of the two controllers, the 
thermal and electrical balances with tank temperatures and electricity price are plotted 
in Fig. 8-6. Both tests are of the same duration (94.5 hours) and start with a 
homogeneous HTES initial temperature of ca. 50 °C. The significant observations are 
summarised below: 

Simpler tuning of MPC: Similar to the summer scenario, the tuning of MPC is done by 
defining an operation in the HTES using the two parameters 𝑇HT𝑖,max and 𝑇HT𝑖,min.  
The operation is bounded with temperature limits 𝑇r,HP,c,max, 𝑇r,CHP,max, and 𝑇f,TC,set, 
which are promptly defined in datasheets of the components. 

Base load matching-following thermal load strategy and hysteresis is noticed in 
reference controller’s operation: The BLM-FTL strategy of the CHP and HP is observed in 
the thermal balance of the reference controller. The CHP is on if 𝑃th,HL  ≤  10.5 kWth, else 
the HP is on. In addition to this switching logic, the hysteresis over the HTES 
temperatures is also observed. The CHP or HP goes on if 𝑇HT6 is cooler than 𝑇HT6,min and 
the CHP goes off when 𝑇HT1 is warmer than 𝑇HT1,CHP,max. and HP goes off when 𝑇HT1 is 
warmer than 𝑇HT1,HP,max. 

The 𝑃th,CHP, 𝑃th,HP,c, and 𝑃th,HT satisfy 𝑃th,HL and charging of the HTES leads to 
stratified tank temperatures. Four temperatures in HTES are shown, with 𝑇HT1 being at 
the bottom and corresponding to the return-line for CHP and HP, while 𝑇HT8 is at the top. 

Mixing of tank temperatures due to HP operation: The noticeable mixing of tank layers 
due to smaller temperature differential and high volume flow of HP is also observed in 
the reference controller operation. Referring to Fig. 8-5 above, it is in these regions of 
rapid mixing that the peaks in deviation of 𝑇f,TC,ref from 𝑇f,TC,set occur as the three-way 
mixing valve cannot react fast enough. 

MPC minimises HP operation: The MPC solution has a higher average temperature in 
the HTES (64 °C compared to 60 °C by reference controller) and the heating load is 
satisfied only with 𝑃th,CHP and 𝑃th,HT as discussed in Section 7.1.2. 
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Inadequate heating feed-line temperature in HTES: Although the MPC does not operate 
the HP over the entire test period, it is counter-intuitive in cases when adequate tank 
temperature is not available during peak load requirements. Referring to Fig. 8-5 earlier, 
it is in these regions of inadequate tank temperature that 𝑇f,TC,MPC deviates from 𝑇f,TC,set. 
A discussion on this behaviour arising from the goal of economic optimisation or model 
inaccuracies is done in Section 8.3.2.  

In case of the reference controller inadequate temperatures arise when the CHP is 
turned on as per its hysteresis logic and the load layer reaches adequate temperature 
much later due to the thermal inertia of stratification. Referring to Fig. 8-5 above, it is in 
these regions of inadequate tank temperature that the 𝑇f,TC,ref deviates from 𝑇f,TC,set. 

Grid-adverse operation of reference controller and grid-supportive operation of MPC: 
Interpreting the thermal balances with respect to the electrical balances and electricity 
price in Fig. 8-6 (b), it is observed that the reference controller operates the HP i.e. 
generates electrical peaks irrespective of the forecasted electrical load or price of 
electricity 𝑟el,buy,EPEX. This operation leads to grid-adverse switching of the HP especially 

when peak 𝑃th,HL  occurs simultaneously with peak electrical loads and high  𝑟el,buy,EPEX.  

In contrast, the MPC provides a grid-supportive schedule with respect to the 
 𝑟el,buy,EPEX e.g. by switching off the CHP in times of lower 𝑃th,HL  and 𝑃el,EL,total, thereby 

avoiding HTES overheating and switching on the CHP at higher 𝑃th,HL  and 𝑃el,EL,total as 
seen on last two days of the MPC test. 
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 Conclusion of experimental analysis 

The reference controller and MPC were available throughout the test duration and the 
building automation and control framework did not fail. Since the reference controller 
was set-up with extensive operational knowledge of this exact system, its performance 
was not significantly lower than the MPC. For instance, it also facilitated high CHP 
operation, usage of the AdC and usage of storage capacity. However, the major 
differences in MPC operation were observed in the predictive charging of tanks, reduced 
usage of RHP, and more operation of the CHP-AdC combination.  

It is challenging to interpret the advantage of the optimal solution only by graphical 
analysis of measured data. The measured data captures the effect of the actually applied 
control signal out of the complete predictive solution calculated by the MPC over the 
entire horizon. For a detailed comprehension of the MPC’s solution quality, the 24-hour 
solution from each iteration must be recorded and analysed. Such an analysis was out of 
scope of this work and the advantage of MPC is quantified using economic and 
operational analysis of entire measured data. 

8.2 Economic analysis  

An economic analysis of the experimental data from reference controller and MPC was 
done using total consumption-related costs and simple levelised cost of energy 
calculations considering the cost function defined in Section 6.2. Results from multiple 
tests under various scenarios producing 968 hours of monitoring data were analysed to 
balance out the effects of uncontrollable operational fluctuations and achieve 
reproducibility of results when comparing both controllers. 

For calculating the electricity bought 𝑃el,grid,buy or sold to grid 𝑃el,grid,sell, the electrical 

power balance in (8.1) was used. 

𝑃el,grid(𝑡) = (𝑃el,EL(𝑡) + 𝑃el,HP(𝑡) + 𝑃el,CC(𝑡) + 𝑃el,AdC(𝑡) + 𝑃el,OC(𝑡) + 𝑃el,aux(𝑡)) −

𝑃el,CHP(𝑡)  (8.1 a) 

If, 

 𝑃el,grid(𝑡) > 0, 𝑃el,grid,buy(𝑡)=𝑃el,grid(𝑡) and 𝑃el,grid,sell(𝑡)=0 (8.1 b) 

Else, 

 𝑃el,grid,sell(𝑡)=𝑃el,grid(𝑡) and 𝑃el,grid,buy(𝑡)=0 (8.1 c) 

Since the electricity prices are in 15-minute time intervals, the total cost of electricity 
𝐶𝑜𝑠𝑡el for 𝑡 ∈ [𝑡0, 𝑡f] was calculated using an integration interval d𝑡 = 0.25 hours as in 
(8.2). 
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 𝐶𝑜𝑠𝑡el = ∫ (𝑃el,grid,buy(𝑡)𝑟el,buy(𝑡) − |𝑃el,grid,sell(𝑡)|𝑟el,sell(𝑡))d𝑡
𝑡f

𝑡0
 (8.2) 

The total cost of fuel 𝐶𝑜𝑠𝑡fuel was also calculated using an integration interval 
d𝑡 = 0.25 hours as in (8.3). 

 𝐶𝑜𝑠𝑡fuel = ∫ (�̇�fuel(𝑡)𝑟fuel(𝑡))d𝑡
𝑡f

𝑡0
 (8.3) 

The total consumption-related costs for final energy 𝐶𝑜𝑠𝑡fe was calculated using (8.4) 
and was the focus of comparison between the reference and MPC controller since it was 
the target function of the economic-MPC. 

 𝐶𝑜𝑠𝑡fe = 𝐶𝑜𝑠𝑡el + 𝐶𝑜𝑠𝑡fuel (8.4) 

However, for getting a more practically relevant metric to compare economic 

performance of the controllers, the simple levelised cost of energy 𝑠𝐿𝐶𝑂𝐸1 was also 
calculated. The thermal simple levelised cost of energy 𝑠𝐿𝐶𝑂𝐸th was calculated based on 
the total useful energy required for the thermal load and the electrical simple levelised 
cost of energy 𝑠𝐿𝐶𝑂𝐸el was calculated using the total useful energy required for electrical 
load. The system boundary for energy and cost balance is shown in Fig. 8-7. 

 

Fig. 8-7 System boundary for calculating the simple levelised cost of energy considering the useful 
energies required for thermal and electrical load 

The electrical load satisfied 𝑊el,EL was calculated using (8.5). 

                                                                    

1 The sLCOE used in this work is related to final energy demand-related costs over the monitoring campaign only and 
does not include investment costs or operation-related costs over life of plant as used in complex LCOE calculations 
(definition in glossary of terms). 
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 𝑊el,EL = ∫ 𝑃el,EL(𝑡)
𝑡f

𝑡0
d𝑡 (8.5) 

Whereas, the total cooling load covered 𝑄th,cool and total heating load covered 𝑄th,heat 
were calculated using (8.6) and (8.7) respectively.  

 𝑄th,cool = ∫ 𝑃th,CL(𝑡)
𝑡f

𝑡0
d𝑡 (8.6) 

 𝑄th,heat = ∫ 𝑃th,HL(𝑡)
𝑡f

𝑡0
d𝑡 (8.7) 

The 𝑠𝐿𝐶𝑂𝐸el, 𝑠𝐿𝐶𝑂𝐸th,cool , and 𝑠𝐿𝐶𝑂𝐸th,heat were calculated using their respective 
energy balances and are summarised in (8.8), (8.9), and (8.10) below.  

 𝑠𝐿𝐶𝑂𝐸el =
𝐶𝑜𝑠𝑡fe

𝑊el,EL
 (8.8) 

 𝑠𝐿𝐶𝑂𝐸th,cool =
𝐶𝑜𝑠𝑡fe

𝑄th,cool
 (8.9) 

 𝑠𝐿𝐶𝑂𝐸th,heat =
𝐶𝑜𝑠𝑡fe

𝑄th,heat
 (8.10) 

The following indicators or coefficients were calculated for characterising the 
different load profiles, identifying their effects on the consumption-related costs, and 
quantifying the usage of storage capacity: 

• Load ratio is the ratio of the electrical load to thermal load (𝑊el,EL/𝑄th,CL or 
𝑊el,EL/𝑄th,HL) satisfied over the test duration. A higher load ratio signifies a load 
profile with greater electrical load requirements than thermal load requirements e.g. 
transition season in non-residential buildings.  
• Energy stored in the tank (thermal energy produced – thermal load covered), 

assuming all thermal losses during test duration are represented in the thermal loss 
over the tanks. 
• Self-consumption ratio is the ratio of the total electricity produced by the CHP to the 

total electrical load satisfied1 (𝑊el,CHP/𝑊el,EL,total), and the total cooling (heating) 
produced by the CC (HP) to the cooling (heating) load satisfied (𝑄th,CC(L)/𝑄th,CL or 

𝑄th,HP(H)/𝑄th,HL). An electrical self-consumption ratio greater than 1 signifies 

complete coverage of electric load with CHP’s generation and possible feed-in to the 
grid. A higher thermal self-consumption ratio signifies coverage of thermal load 
predominantly with the RHP.  

The results of the economic analysis are summarised in Table 8-3 for summer tests 
and in  

Table 8-4 for winter tests. The date of the test and duration of the test in number of 
days of operation with each controller are noted. 

In the summer scenario, the 𝐶𝑜𝑠𝑡fe is 6% lower (average of different tests) with MPC, 
ranging between 1.5% to 9% savings. For all the tests, 𝑠𝐿𝐶𝑂𝐸el is lower with MPC and an 

                                                                    

1 Including the electrical energy requirements of components. 
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average 6% saving is noticed. For most tests, 𝑠𝐿𝐶𝑂𝐸th,cool is lower with MPC and an 
average saving of 1.4% is noticed. With an increasing load ratio, the magnitude of 
𝑠𝐿𝐶𝑂𝐸th,cool increases as the total 𝐶𝑜𝑠𝑡fe is higher due to higher electrical loads. 
Accordingly, the magnitude of electrical self-consumption ratio reduces for both 
controllers. In most cases, the MPC has a higher electrical self-consumption ratio and a 
lower thermal (cooling) self-consumption ratio compared to the reference controller. 
This indicates the higher usage of CHP and lower usage of the CC by the MPC controller. 
Additionally, the 𝑠𝐿𝐶𝑂𝐸th,cool with MPC is higher in two tests when more energy in the 
CTES is stored.  

In the winter scenario, a higher saving in 𝐶𝑜𝑠𝑡fe and 𝑠𝐿𝐶𝑂𝐸 is noticed compared to the 
summer scenario. This is because, in winter, electricity can be strictly either consumed 
(RHP) or produced (CHP) to provide heating unlike the possibility to provide cooling 
along with electricity production in all modes for summer. The final energy costs are 15% 
lower (average of different tests) with the MPC, ranging between 3.4% to 35% savings.  
The 𝑠𝐿𝐶𝑂𝐸el is also lower with MPC and an average 15% saving is noticed. An average 
14.6% saving in 𝑠𝐿𝐶𝑂𝐸th,heat is noticed with MPC compared to the reference controller. 
Similar to the summer scenario, increasing load ratio leads to increasing 𝑠𝐿𝐶𝑂𝐸th,heat 
and lower electrical self-consumption ratio with both controllers. It is observed that MPC 
stored more energy in HTES and covered all the HL profiles with a lower thermal  
self-consumption ratio i.e. lower HP operation. 

Table 8-3 Economic analysis of multiple summer scenario tests using different varying load profiles, 
electricity tariffs, and test duration (chronological order). Only CTES energy analysed for summer to 
keep table concise 

Test date 

& 

duration  

Load 

ratio 

Costfe 
[€] 

sLCOEel 
[€/kWhel] 

sLCOEth,cool 
[€/kWhth] 

Energy 

stored in 

CTES 

[kWhth] 

Electrical 

self-

consumption 

ratio 

Thermal 

self- 

consumption 

ratio  
Both Ref MPC Ref MPC Ref MPC Ref MPC Ref MPC Ref MPC 

21.10.19  

(3 days) 
0.90 74.7 70.6 0.296 0.280 0.235 0.239 44.80 63.65 0.66 0.84 0.74 0.66 

16.10.19  

(3 days) 
1.79 137 127 0.266 0.247 0.420 0.421 44.25 61.37 0.37 0.52 0.75 0.42 

11.10.19 

(1.5 days) 
1.71 73.5 68.8 0.271 0.254 0.411 0.399 31.95 23.13 0.34 0.52 0.84 0.62 

01.10.19 

(4 days) 
0.61 106 99.2 0.346 0.323 0.195 0.188 54 48 0.89 0.82 0.51 0.60 

23.09.19  

(1.5 days) 
0.59 41.9 38.1 0.371 0.338 0.208 0.205 14.13 8.45 0.69 0.74 0.65 0.54 

10.09.19  

(5 days) 
1.02 94.5 93.1 0.306 0.301 0.258 0.252 56.20 23.27 0.90 0.75 0.40 0.51 
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Table 8-4 Economic analysis of multiple winter scenario tests using different load profiles, electricity 
tariffs, and test duration (chronological order). Higher saving observed in winter 

Test date & 

duration  

Load 

ratio 

Costfe 
[€] 

sLCOEel 
[€/kWhel] 

sLCOEth,heat 
[€/kWhth] 

Energy 

stored in 

HTES 

[kWhth] 

Electrical 

self- 

consumption 

ratio 

Thermal 

self- 

consumption 

ratio  
Both Ref MPC Ref MPC Ref MPC Ref MPC Ref MPC Ref MPC 

08.04.20 

(3 days) 

0.39 86.1 58.3 0.314 0.213 0.126 0.085 69.58 84.5 0.68 1.23 0.36 0.05 

31.03.20 

(0.9 days) 

0.39 29.2 24 0.313 0.258 0.117 0.096 -20 -4.5 0.69 1.0 0.28 0.12 

07.02.20 

(4.7 days) 
0.75 193 158 0.265 0.217 0.200 0.160 64.9 195.8 0.53 0.80 0.18 0 

22.01.201 

(3.8 days) 
0.39 58.2 58 0.204 0.203 0.079 0.079 197 209.6 1.64 1.64 0 0 

03.01.20  

(3.8 days) 
0.75 71.5 69.1 0.240 0.232 0.150 0.150 99.5 161.2 0.94 1.02 0 0 

11.12.19  

(3.9 days) 
0.63 110 101 0.229 0.210 0.144 0.132 118 172.6 0.79 0.95 0.08 0 

02.12.19  

(2.6 days) 
0.76 103 97.8 0.234 0.222 0.179 0.171 63.8 71.28 0.66 0.72 0.05 0 

13.11.19  

(1 day) 
0.39 32.3 21.0 0.358 0.233 0.141 0.094 -62 5.10 0.48 1.25 0.27 0 

The primary energy consumption for both controllers was calculated assuming a 
factor of 1.1 for fuel and 1.8 for electricity (EnEV-online, 2016). An energy-economy 
mismatch was noticed in a few control sequences where the MPC consumed 8% to 10% 
more primary energy but was also a more economical variant. 

8.3 Operational analysis 

Two methods were used to compare the performance and efficiency of the controllers 
through operational analysis: (a) Analysis of operational runtime of machines with 
respect to electricity price and load profiles (b) violation of constraints.  

 Operational runtime of machines based on electricity price and load 

The operational data collected for the different machines in the summer and winter 
scenarios was grouped into nine categories (low, medium, and high) according to 
magnitude of the electricity price and forecasted thermal or electrical load. The total 
number of data points in each category was same for the reference and MPC controller. 
Therefore, it was possible to compare the percentage of time a machine(s) was operated 
by each controller in that category. The operational time of a machine or combination of 

                                                                    

1 In the test on 22.01.2020, the control actions of the reference controllers and the MPC were very similar, emphasising 
the point that the reference controller was already very well planned for this particular plant and any added economic 
benefits with MPC are highly valuable. 
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machines in a particular category was calculated as a percentage of the plant’s total 
operational time in that category by counting the number of data points when the 
relevant machine(s) was on. 

The results for operational analysis of the experimental data in summer scenario with 
respect to electricity price and the thermal load are shown in Fig. 8-8. For instance, out 
of 484 data points or 121 hours of operational time in the category low price – low load, 
the “CHP+AdC” combination is used for 51% of the time (61.5 hours) by the reference 
controller and for 21% of the time (25.25 hours) by MPC. Operation of the machines is 
dependent on multiple factors such as tank temperatures, load forecast, and ambient 
temperature simultaneously and therefore a direct correlation is not possible in all cases. 
However, the significant differences that were in accord with the measured data and 
operational experience are highlighted below:  

MPC operates the CHP for a longer duration: In most tests, the MPC operates the CHP 
or a combination of CHP (larger blue and yellow pies) with other machines for a longer 
duration compared to the reference controller. This is even more significant when 
electricity prices are higher and the grid is supported. An exception however is the 
category high price – low load and low price – low load, where the reference controller 
operates the CHP for a longer duration. This is due to the higher operation of AdC 
(leading to higher CHP operation) by the reference controller in low thermal load 
category. 

No data points exist in categories high load and low or medium electricity price: 
The synthesised load profiles and electricity profiles complement (unintentionally) in 
such a manner that the electricity price is in the higher category whenever the load is in 
the higher category. For instance, on a working day during peak office hours in a non-
residential building, the thermal load and electricity price are both in the higher 
category. 

Switching point control logic of reference controller is identified: Irrespective of 
electricity price, the reference controller operates the CC (larger yellow and orange pies) 
significantly during medium and high cooling loads and the AdC during low cooling loads. 
This corresponds to the switching point logic defined for the reference controller. 

Grid-supportive operation of MPC: The MPC uses the AdC and CC flexibly considering 
the electricity price. For instance, in low price – low load region the CC is operated to 
benefit from the low electricity price and charging the cold tank. During high price – high 
load the CC operation with MPC is considerably lesser (38%) than the reference 
controller (100%) to avoid consumption of electricity in peak hours. 
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Fig. 8-8 Operational analysis of 391 hours of summer experimental data for operating hours of a 
machine in a particular electricity price – thermal load (cooling) category. 100% of a pie represents the 
total number of data points in that price - load category. The number of data points in a category is same 
for both controllers. The different operational times of machines run by the controller is shown. Note: 
Only a few relations could be established based on the measured data and not every pie-chart 
represents a reliable correlation or comparison 

The results for operational analysis of the experimental data in summer scenario with 
respect to electricity price and the electrical load are shown in Fig. 8-9.  

MPC operates the CHP for a longer duration only during medium and high load 
categories: The MPC operates the CHP for a longer duration in these significant 
categories when electrical loads and prices are higher and the grid is supported. 
However, during the low electrical load categories the CHP is operated lesser compared 
to the reference controller. This is linked to the reduced AdC operation (reduced heat 
sink for CHP in summer) and increased CC operation by the MPC in low load categories 
for predictively charging the CTES. 

Grid-supportive operation of MPC: Under the assumption that the electricity price 
directly represents the production and demand situation in the grid, it is detected that 
the MPC operates the CHP and CC complementary to the electrical load profile.  
For instance, the CC is operated lesser during times of medium and high load to minimise 
net purchase from the grid and consecutively relieve load on grid especially in the high 
price category. 

Similar operation of MPC and reference controller: Unlike the distinct differences in the 
magnitude of operational times of the different machines in Fig. 8-8 (thermal load 
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analysis) the analysis with respect to electrical load reveals a similar operation of the 
controllers with a mix of all three machines being used in the different categories. 

 

Fig. 8-9 Operational analysis of 391 hours of summer experimental data for operating hours of a 
machine in a particular electricity price – electrical load category. MPC operates CHP more often (larger 
blue and yellow pies) in most categories. In high price – high load category MPC minimises CC operation 
and still uses AdC 

The results for operational analysis of the experimental data in winter scenario with 
respect to electricity price and the heating load are shown in Fig. 8-10. Operation of the 
machines is dependent on multiple factors such as tank temperatures, load forecast, and 
ambient temperature simultaneously. A direct correlation is not possible in all cases. 
However, the significant differences that were in accord with the measured data and 
operational experience are highlighted below: 

MPC operates the CHP for a longer duration: Based on the type of optimal schedules 
calculated by MPC (cf. Chapter 7) it is seen in the summarised data that the operational 
time of the CHP is much longer in MPC compared to the reference controller. It is noted 
that the HTES is charged and discharged predictively and the stratification model is used 
optimally to ensure the long operation hours of the CHP. 

HP operation is minimised in MPC: Another advantage of the optimal control strategy 
is the satisfaction of heating load without applying the HP (peak load component) as 
noticed in its smaller pie area for MPC. The peak load hours are covered by the MPC by 
using the storage capacity of the HTES optimally. The implication of this result is that 
greater load demands could be satisfied with the same size equipment using MPC. 
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Fig. 8-10 Operational analysis of 577 hours of winter experimental data for operating hours of a 
machine in a particular electricity price – thermal load (heating) category. MPC minimises HP operation 
and is able to cover greater thermal loads with same equipment capacity by using storage optimally 

The results for operational analysis of the experimental data in winter scenario with 
respect to electricity price and the electrical load are summarised in Fig. 8-11. 

Grid-supportive operation of MPC: The longer duration of CHP operation and minimal 
application of HP especially in high load and high price categories translates to a grid 
supportive operation of MPC assuming the electricity price represents variability in the 
grid. A grid supportive behaviour would be enhanced if HP is operated in low price 
categories. The reference controller applies the HP during high load hours as described 
in its “switching point” control logic. This is of significant disadvantage when high load 
hours correspond with high electricity price hours as seen in the summarised data. 

Thermal
Low Load 

(0 to 5 kWth)

Medium Load 

(5 to 10 kWth)

High Load 

(10 to 20 kWth)

Low price 

(0.22 to 

0.24 €/kWhel)

Medium price 

(0.24 to 

0.26 €/kWhel)

High price 

(0.26 to 

0.29 €/kWhel)

Ref MPC Ref MPC Ref       MPC

CHP HT HP



8-Experimental Results: Comparison of a Reference Controller and MPC 

178 

 

Fig. 8-11 Operational analysis of 577 hours of winter experimental data for operating hours of a 
machine in a particular electricity price – electrical load category. Grid adverse operation of reference 
controller due to HP application in medium and high price-load categories is noticed 

 Constraint violations 

In the second method for operational analysis, measured data for both seasons 
amounting to 758 hours of operation per controller was evaluated to identify violation 
of operational constraints as formulated in Chapter 6: (a) temperature limits, (b) 
minimum up/down time, and (c) adequate tank temperature for heating or cooling. 

(a) Violation of temperature limits: If the controller operated a machine even when the 
applicable operational temperature limit was exceeded, the data point was recorded as 
a violation. The number of violations out of the total data points was counted to calculate 
the percentage of total time a machine operated under unacceptable conditions.  

The results of the analysis for the violation of temperature limits are summarised in 
Fig. 8-12. It is observed that the MPC operated the CHP beyond its temperature limit 
 𝑇r,CHP,max for ca. 2.5% of its total operation time while the reference controller did not 
violate this constraint. The reference controller operated the HP for 20% of the total 
operational time in an unacceptable region because of both the constraints whereas the 
MPC did not violate these constraints. Both, reference and MPC controller operated the 
AdC for less than 1.5% of its total operational time at temperatures lower than 
 𝑇r,AdC,H,min.  
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The rule-based reference controller uses the  𝑇HT1,max as a hard constraint and shuts 
down the CHP immediately as this temperature is exceeded thereby avoiding violation 
of  𝑇r,CHP,max. On the other hand, the HP and AdC constraints are violated since they are 
not programmed as a hard constraint in the controller’s algorithm (reduced control 
accuracy) but are avoided by setting the 𝑇HT1,HP,max and 𝑇HT6,min parameters. The tuning 
of these parameters is scenario dependent requiring previous knowledge of the system 
and basic energy balance calculations. These violations could be avoided by 
programming hard constraints or adding further rules to the reference controller, 
making the tuning process more complex and prone to error in judgement.  

In case of MPC, a preliminary evaluation of the measured data showed that the 
temperature violations occur when it used slack variables in the soft constraint to 
achieve a more economical solution, when it used a sub-optimal binary approximation 
solution, or when the models inaccurately predicted the circuit temperatures.  
For example, at certain data points it was more economical for the MPC to keep the CHP 
running even at higher return-line temperatures and paying the penalty for slacks 
instead of shutting down the CHP completely. In other cases, the binary approximation 
did not shut down the CHP even though the relaxed solution was close to zero. An 
example of such behaviour was demonstrated in the long-duration summer test in 
Section 7.5.1. 

 

Fig. 8-12 Violation of temperature limits over total operational time of the corresponding machine. CHP 
constraint programmed as hard constraint in reference controller leading to no violation whereas HP 
constraints not programmed as hard constraints leading to more violations. MPC’s violation of CHP 
constraint due to slack variable usage or sub-optimal binary approximation solutions is observed 

(b) Violation of minimum up/down time: The supervisory controller, MPC or reference, 
both overwrite the internal restrictions of the components such that the final on-off 
signal is received only from the supervisory controller. Hence, the minimum runtime 
logic is programmed in these controllers as either mathematical constraints or using the 
hysteresis logic. 

Similar to temperature violations an analysis of the minimum up/down time 
violations was done for the four machines. The total number of flanks for a machine was 
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calculated based on the number of times it was switched on or off. A violation was 
recorded if the machine was not operated for the predefined minimum runtime before a 
flank occurred. The number of flank violations as a percentage of the total flanks was 
calculated to compare the performance of the two controllers. The results are shown in 
Fig. 8-13.  

 

Fig. 8-13 Violation of minimum up/down time for total flanks over total operational time 

The reference controller violated the minimum up/down time constraint in case of 
CHP for 22.5% of the total flanks and in case of AdC for 14.6% of the total flanks. For both 
these machines, the MPC violated the constraint a fewer times with 17.7% in case of CHP 
and 6.5% in case of AdC. However, the MPC violated the constraint a greater number of 
times in case of CC with 15.3% whereas the reference controller did not violate the CC 
constraint due to its hysteresis dead-band logic.  

The numerical complexities of solving a MINLP do not always lead to global optimum 
and further improvements of the NLP solver and the binary approximation routine 
should be made for stricter implementation of the minimum up/down time constraint. 
A mathematical evaluation of the binary approximation algorithm in pycombina for 
improving the quality of binary solutions is necessary. Such an evaluation was not in the 
scope of this study and is recommended as future research work. In any case, the setting 
of a minimum runtime constraint in MPC is more intuitive and practical than estimating 
the tank temperatures for the hysteresis logic to achieve the minimum runtime in the 
reference controller. 

(c) Adequate heating or cooling feed-line temperature in tanks: Finally, an analysis for 
adequacy of tank temperature to achieve the set feed-line temperature in the TC circuit 
 𝑇f,TC,set was done. The adequacy was calculated as an absolute temperature difference 
between the temperature of the tank-layer supplying the load (𝑇HT6 or 𝑇CT1) and  𝑇f,TC,set. 
If 𝑇HT6 (𝑇CT1) was lower (higher) than the  𝑇f,TC,set for the heating (cooling) scenario, 
then the temperature in the tank was considered inadequate. The inadequacy increases 
with increasing magnitude of temperature difference. The results for this operational 
analysis are summarised in Fig. 8-14.  
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Fig. 8-14 Frequency for the adequacy of tank temperature over 758 hours of experimental data 

Both the controllers were able to maintain adequate temperatures in the tank for more 
than 90% of the experimental data. However, the MPC controller violated the soft 
constraint to maintain adequate tank temperature by a maximum of 3 K for 6.6% of the 
total time. The number of violations greater than 3 K are negligible and in certain cases 
the measured data shows deviation due to the periodic behaviour of the AdC and the 
limitations of the three-way mixing valve controller. A detailed evaluation of this 
deviation was not in the scope of this work. 

 Conclusion of operational analysis 

The MPC violated certain not-critical constraints for temperature and minimum 
runtime more than the reference controller, but followed its main aim of economic 
improvement (cf. Section 8.1.3) and operated stably without posing a risk to the 
hardware or reducing system efficiency significantly. In the cases, when hard constraints 
were programmed in the reference controller (exactly for this set-up in a nontrivial 
process) the violations were smaller than the MPC.  

The preliminary analysis of measured data revealed following primary reasons or 
combinations of them for the constraint violations: (a) usage of slack variables for 
violating the soft constraints when the total economic cost was still minimum,  
(b) sub-optimal solutions for the binary approximation problem, (c) impractically scaled 
thermal loads, (d) model-mismatch including technical limitations(cf. Chapter 4.13).  

To minimise constraint violations further tuning of the controllers is necessary.  
For the reference controller, more time-consuming tests and calculations or simulations 
with the system are needed to adapt the control logic. Moreover, such a tuning may be 
effective only for the target system and scenario and the performance of the reference 
controller may deteriorate when the system operates outside the range used for tuning 
the controller. 

On the other hand, as discussed in Section 8.1, the MPC is easily tuned and is more 
flexible to choose the optimal solution within the entire operational range. It can be 
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adapted to other plants and scenarios without excessive tuning efforts as it automatically 
calculates the control signal.  

8.4 Summary and outlook 

The results from multiple long-duration tests in summer and winter with ca. 950 hours 
of MPC operation and implementing different types of loads, electricity tariff structures, 
and initialisation parameters was analysed and a stable operation of the control loop was 
demonstrated. The MPC was compared under almost-identical circumstances to a 
reference controller based on a conventional following thermal load- base load matching 
strategy. The thermal and electrical energy balances of both controllers were assessed 
and the measured data was evaluated for economic and operational analysis. The MPC 
controller showed an average saving of 5.9% to 11.7% in simple levelised cost of energy 
over the reference controller. In addition to the economic benefits, the MPC also showed 
operational benefits in terms of grid-supportive scheduling of the components and 
following hardware constraints. For instance, lower switching of switch-critical 
machines like CHP and AdC and higher switching of less critical components like RHP.  
It was noted that the reference controller was specifically developed for the INES 
trigeneration lab after multiple tests and recommendations of the component 
manufacturers. Thus, economic and operational benefits of an MPC controller would be 
even greater over a standard reference controller.  

In addition to the quantifiable gains, the following qualitative advantages for MPC from 
an engineering perspective were identified: 

Commissioning of controller: After developing the initial mathematical framework of 
the MPC in an extensive effort, it was tuned using basic engineering knowledge and 
component data sheets. The commissioning and adaption of this MPC in a green-field or 
retrofit scenario for different set-ups can be time and resource efficient considering:  
(a) marginal modelling effort to integrate new machines and their constraints or cost 
function terms and (b) easier tuning of the controller 

Extension of existing framework: It was clear through the tests that developing a 
control logic considering multiple factors such as tank temperatures, operational 
constraints, electricity price, and load forecasts is extremely complex in a conventional 
controller. Even if successfully tested for a particular scenario, the extension of the 
framework to another scenario would require new analysis and planning. On the other 
hand, the existing framework of the MPC controller could be adapted for any season of 
year and further components and their constraints or cost function terms could be added 
without high programming effort. 

The above-mentioned qualitative advantages of MPC were reported in the literature 
and are experimentally verified. A detailed sensitivity analysis of the slack stage-cost 
penalties, mathematical evaluation of the pycombina solver, and experiments for more 
load scenarios are necessary for improving the overall MPC quality. 
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9 Summary and Outlook 

Applying optimal control to a decentralised trigeneration system facilitates the 
minimisation of its consumption related final-energy costs, enhances sector-coupling, 
and grid-supportive scheduling. For achieving these benefits, the effort primarily lies in 
a system-wide operation optimisation that utilises the flexibility provided by combining 
the different components and not in optimising the operation of individual components. 
Accordingly, the common consensus in the engineering and research community 
regarding gaps for implementing optimal control is the lack of demonstration projects 
using experimentally validated models, off-the-shelf components, and an optimisation 
algorithm integrated into state-of-art building automation and control hardware.  
The challenge lies in including their nonlinear characteristics and providing practically 
applicable control signals within solution times relevant for real-time operations. 

In the scope of this work, theoretical concepts and recommendations from existing 
literature were successfully combined with practical approaches in building 
technologies, common modelling software, and optimisation algorithms to develop an 
economic model predictive control based energy plant management system. The MPC 
controller was applied to a nontrivial process, namely the micro-scale trigeneration 
system at the Institute for Energy Systems Technology, Offenburg. The performance of 
this controller was qualitatively and quantitatively compared to a conventional 
controller under almost-identical operating conditions.  

Technical background (Chapters 2 – 4a) 

Trigeneration systems can be classified into multiple categories and are often 
conventionally controlled using following thermal load or following electrical load 
strategies. However, in recent years the focus of the research community is on 
channelling the potential of optimal control for scheduling these systems. One possibility 
is to integrate an MPC based supervisory controller in the hierarchical and centralised 
architecture of a typical building automation and control system. Between the different 
types of MPC formulations and modelling techniques presented in the reviewed works, 
the economic-MPC framework with grey-box models is considered most practical for 
thermal energy plants with slow-dynamics and was implemented in this thesis.  
The models developed in this work satisfy the necessary characteristics for application 
in real-world MPC, namely: (a) capturing dynamic characteristics and part-load 
behaviour, (b) capturing internal control logic, (c) practical parameterisation 
capabilities, (d) adaptability to component design, (e) lower complexity, (f) sufficient 
accuracy, and (g) continuous differentiability. 

Programming with nonlinear models to accurately predict the nonlinear dynamics of 
the system and usage of binary controls resulted in a mixed integer optimal control 
nonlinear problem. For achieving solutions in real-time (reducing the computation 
costs) and keeping the problem feasible, a few techniques such as slack variable - soft 



9-Summary and Outlook 

184 

constraints, direct collocation, and combinatorial integral approximation were 
implemented. A receding forecast horizon of 24 hours was chosen and was split into 
variable length time-steps of 5 minutes for the first 0.25 hours and 15 minutes for the 
remaining time 23.75 hours. This helped to reduce the number of discretisations (96 to 
98 discretisation steps) and thus the size of the problem whilst maintaining higher 
accuracy of the solution for near future and acceptable lower accuracy for distant future.  

The experimental set-up of the micro-scale trigeneration system comprised of 
common HVAC components, namely a cogeneration unit, an adsorption chiller,  
a reversible heat pump, and stratified water thermal storages and was capable of 
multiple operation modes as a prosumer over different seasons. A conventional building 
automation and control system based on the OPC-UA protocols in LabVIEW® and using 
standard PLC hardware was used for data acquisition, monitoring, and control. 

Commissioning and performance tests revealed that components often have an 
internal control logic suited to their operation and safety. In some cases, this logic leads 
to part-load behaviour or in others it may directly affect the physical parameters of the 
system e.g. volume flows. These characteristics were included as continuously 
differentiable first or second degree functions using manufacturer’s catalogue data or 
data directly available during commissioning of the plant. If neither approach was 
possible, then engineering assumptions relevant to the particular component that 
capture a majority of the operational scenarios were made. On the other hand, the 
technical constraints of the components such as safety temperatures, were formulated 
as soft constraints in the MPC algorithm to increase its robustness.  

MPC development (Chapters 4b - 6) 

As the solution of the scheduling problem strongly depends on the accuracy of the 
mathematical models used for simulations, the proposal in literature to develop simple 
component models, which connected together will predict relevant system-states for 
MPC of the entire plant with sufficient accuracy was successfully applied in this work. 
Solving a system of implicit equations e.g. stratified storages and intuitively connecting 
hydraulic components of the trigeneration system was considered impractical in a 
signal-oriented modelling approach. The models were programmed and tested in the 
object-oriented, and equation-based approach of OpenModelica against experimental 
data for plausibility and technical feasibility. The results of a thorough qualitative and 
quantitative analysis showed a good fit of the simulation data to the measured data. 
A component-wise detailed explanation of applying the grey-box methodology by 
combining basic physical principles with curve fits or simplifying assumptions for 
complex processes was given. In addition to facilitating development of MPC-suitable 
models (that include the sought-after characteristics), it was recognised that the 
grey-box methodology is especially effective when working with real systems because it 
allows the model developer or user to implement their knowledge of the system to better 
effect. Additionally, machine-learning algorithms could be applied for developing these 
models. 
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A generalizable mixed integer optimal control problem was developed using system 
states from differential equations, parameters from component data sheets, binary 
controls of the components, continuous controls, and slack variables related to the plant 
and an objective to minimise the consumption-related costs of the plant. All necessary 
algorithms and data sources were programmed in the Python 3.7 64-bit environment. 
CasADi was used via its Python interface for implementation of the system model and 
the discretized MIOCP. The IDAS solver from the SUNDIALS suite was used for numerical 
integration of the models within simulations. The NLPs were solved by employing IPOPT 
in the CasADi environment. The combinatorial integral approximation problem with 
minimum up/down-time constraint was solved using the tailored branch-and-bound 
method implemented in pycombina. The complete software on management and 
automation level was installed on a HP desktop PC with an Intel® Xeon 3.07 GHz CPU 
and 8 GB RAM and running a Windows 10 64-bit system. Execution of the MPC 
framework on this low specification computer ensures the execution of the MPC 
framework on a standard industrial computer, which has typically higher specifications.  

Application test of the MPC framework (Chapter 7) 

The feasibility and usefulness of MPC for complex energy systems had been expressed 
in previous theoretical studies and this work demonstrated it in a practical environment. 
The demonstration with standard industrial components and protocols supports the 
retrofit deployment of MPC in existing energy systems and the ease of setting up and 
tuning the controller supports its deployment to green-field scenarios. Compared to a 
well-tuned conventional controller, savings in final energy costs and hardware-friendly 
operation were noticed in numerous tests. The closed-loop behaviour in these tests also 
showed good performance, especially for deviations in ambient temperatures or 
forecasted loads. Additionally, it was observed that MPC is better suited for operating the 
plant under the influence of simultaneous input factors, as will be the case in a future 
energy system with multiple decentralised prosumers. Although an all-inclusive 
approach for developing an optimal controller is not possible due to the specific 
properties inherent to every problem, it is safe to assume that adapting an existing MPC 
framework is easier compared to adapting a conventional controller for other 
operational conditions or systems. However, the stability of the MPC controller and 
availability of reliable forecast data are the prerequisites for tapping into these 
advantages and studies focusing specially on these topics should be performed. 

Outlook  

The MPC framework designed in this work is primarily based on knowledge of open-
source modelling and optimisation software tools. A thorough mathematical scrutiny of 
the optimisation problem and the solvers for improving the quality of the solution (e.g. 
reducing constraint violation or reducing solution time) should be done. The benefits of 
improving such MINLP solvers are manifold since most real-world systems operate 
nonlinearly and in any case with integer (if not binary) controls. The field experience and 
know-how gained through preliminary trial-and-error testing e.g. improvement of the 
solution with reinitialization of problem, effect of solver tolerance or engineering 
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assumptions to simplify problem formulations, could be useful for advancing such a 
mathematical study and further research for their quantification and documentation 
should be performed. 

A sensitivity analysis of multiple factors directly influencing the plant operation for 
example, characteristics of the MPC formulation, forecast uncertainty, initialisation 
problems, solver attributes, or increasing capacity of components, has significant 
practical value. Practice oriented relationships (functions) could be derived from such 
an analysis and implemented to either improve existing conventional controllers or 
simplify future MPC formulations. The most feasible way to proceed in this field would 
be to implement a plant model that is a virtual, possibly high-accuracy representation of 
the controlled system needed to close the control loop in simulation. Unlike experiments 
with real systems the digital-twin of the plant can be used for simulating the performance 
of the MPC algorithm for longer durations (weeks to months) or for a faster analysis.  

Finally, in light of the research trend on future of energy systems comprising of 
components like micro-CHPs, heat pumps, batteries, photovoltaic, wind energy etc., it is 
of significant importance to facilitate their operation as interconnected prosumer cells 
in real-time. Such an energy system network will support the utility service provider 
with possibility of sector-coupling technologies like Power-to-Heat or Fuel-to-Power. 
For the large-scale realisation of interdependent energy systems, it will be necessary to 
establish a data analysis and communication architecture, implement machine-learning 
algorithms for model development and fault-finding, and aim for direct application of 
optimal control on the plant PLC hardware. 
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 Literature analysis on optimisation for operation of trigeneration systems 

Table. 1 summarises the literature analysed to identify and evaluate the state-of-art 
with respect to application of optimisation tools for operation of trigeneration systems. 
The key online search was done on Mendeley, Science Direct, and Google Scholar using 
keywords such as “optimal supervisory controllers”, “optimisation of trigeneration 
systems”, and “optimal scheduling for polygeneration systems” amongst others. A period 
of 2009 to 2019 was chosen to establish the state-of-art.   

Journal papers and conference proceedings were directly analysed. However, review 
articles covering multiple publications were scanned for contributions falling within 
scope of this analysis. The papers filtered out of the review articles are identified in the 
table using the first author’s last name.  

Due to the large number of articles, a filtering of target papers was done to identify 
papers that included an electric or thermal chiller and focussed on optimisation for 
operation or scheduling of a trigeneration system. Additionally, contributions from same 
research groups were not counted more than once. After the filtering, 133 publications 
were reduced to 33 publications for a more detailed analysis. 
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 INES trigeneration set-up 

This section provides the technical documentation used for the planning and 
operation of the INES trigeneration plant and extracts of product data, which are 
referenced in the main body of the dissertation. The following sub-sections are 
presented: 

B.1 Piping and instrumentation diagram 

B.2 Product data 

 B.2.1 Adsorption chiller (AdC) 

B.2.2 Combined heating and power (CHP) 

B.2.3 Outdoor coil (OC) 

B.2.4 Reversible heat pump (RHP) 

B.2.5 Storage tanks 

B.3 Operation modes 

B.4 Functional description for the lower-level controller 
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B.2 Product data 

Manufacturer’s product catalogues, data sheets, component installation and operation 
manuals are together referred to as product data. These provide information on nominal 
capacities, operation ranges, and safety limits for the components. The extracts of 
product data used for parameterisation of the models and setting up the MPC are 
presented for each component individually.  
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B.2.1 Adsorption chiller (AdC) 

 

 

Figure 2 Extract of AdC’s technical datasheet (in German only) 
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Figure 3 Characteristic curves for cooling capacity based on inlet temperatures from AdC’s operation 
manual 



Appendix 

207 

 

Figure 4 Characteristic curves for COP based on inlet temperatures from AdC’s operation manual 
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B.2.2 Combined heating and power (CHP) 

 

Figure 5: Extract of CHP’s technical data sheet (in German only) 
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B.2.3 Outdoor coil (OC) 

 

Figure 6 Extract of the OC’s data sheet with photograph of the component installed outside the building 
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B.2.4 Reversible heat pump (RHP) 

 

 

Figure 7 Extract of RHP’s product catalogue with technical data (INES Model = EWWP01 4KBW1N)  
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Figure 8 Extract of RHP’s operation manual with capacity tables for cooling and heating capacity 
based on circuit temperatures  
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B.2.5 Storage tanks 

 

Figure 9 Extract of HTES design and catalogue data (in Germany only) 
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Figure 10 Extract of CTES design and catalogue data (in Germany only) 
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B.3 Operation modes 

Seven different operation modes (Figure 11 to Figure 17) are possible in the INES lab 
and the status of the components in these operation modes is shown in Table. 2 . 

Table. 2 Status of components in the operation mode 

Operation mode CHP AdC HP CC 

1 Off Off Off Off 

2 On Off Off Off 

3 On On Off Off 

4 Off Off Off On 

5 Off Off On Off 

6 Off On Off Off 

7 On Off Off On 

Operation mode 1: No components are turned on. Depending on the load profile, the 
HL or CL is satisfied by the stored energy in the tanks and the EL is covered by the GRID. 

 

Figure 11 Operation mode 1 with no components running and loads satisfied over tanks and grid 

Operation mode 2: Only the CHP is turned on. Its thermal power covers the HL or 
charges the stratified HTES. Its electrical power first satisfies the EL and any excess 
electricity is then fed into the GRID. However, if the CHP is off or EL is greater than CHPs 
electrical power then electricity is purchased from the grid. 

This mode operates mostly in winter and is called the winter electricity production 
(WEP) mode. 

EL

CL

HL

GRID

CTES

HTES
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Figure 12 Operation mode 2 with only CHP running 

Operation mode 3: The CHP, AdC, OC, and relevant pumps are turned on. The CHP’s 
thermal power charges the HTES and this high temperature water is used to drive the 
AdC. The AdC’s cooling power covers the CL or charges the CTES. The AdC emits its 
process heat to the environment through the OC. The OC and all the relevant pumps for 
this mode are controlled by an embedded controller in the AdC. The electricity balance 
is same as in operation mode 2. In technical terminology, the mode is called thermal 
bottoming cooling cycle as the cooling generation of AdC is cascaded to the heat 
generation of the CHP. 

This mode operates mostly in summer and is called the summer electricity production 
(SEP) mode. 

 

Figure 13 Operation mode 3 with CHP and AdC running 

Operation mode 4: The CC, OC, and relevant pumps are turned on. CC’s thermal power 
covers the CL or charges the CTES. The entire EL is covered by electricity purchased from 
the GRID. The hydraulic connections for this mode are planned such that the evaporator 
of the RHP gets connected to the CTES and the condenser gets connected to the OC. The 
OC is controlled using a PID controller developed in the framework of this work  
(cf. Chapter 5) to maintain a set temperature in the condenser input. The external pumps 
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HTESCHP

HL

EL

FUEL

GRID

CHP

HTES

EL

CTES

OC

CL

AdC



Appendix 

216 

operate to maintain constant nominal volume flows in the evaporator and condenser 
circuits.  

This mode operates mostly in summer and is called the summer electricity 
consumption (SEC) mode. 

 

Figure 14 Operation mode 4 with only CC running  

Operation mode 5: The HP, OC, and relevant pumps are turned on and this mode 
mirrors the operation in mode 4. Its thermal power covers the HL or charges the HTES. 
The entire EL is covered by electricity bought from the GRID. The hydraulic connections 
for this mode are planned such that the evaporator of the RHP gets connected to the OC 
and the condenser gets connected to the HTES. The OC operates at its maximum speed 
RPMmax and the relevant pumps are running to maintain constant nominal volume flows.  

This mode operates mostly in winter and is called the winter electricity consumption 
(WEC) mode. 
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Figure 15 Operation mode 5 with only HP running  

Operation mode 6: Is a sub-mode of the operation mode 3. Only the AdC is turned on 
and the CHP remains off. The AdC’s cooling power covers the CL or charges the CTES.  
The entire EL is covered by electricity bought from the GRID. 

 

Figure 16 Operation mode 6 with only AdC running 

Operation mode 7: Is an extension of the operation mode 4. In addition to the CC, the 
CHP is also turned on. Technically, it is called the electric bottoming cooling cycle as the 
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cooling generation is cascaded to the electricity generation of the CHP. The EL is partly 
covered by the CHP and remaining electricity is bought from the GRID. 

 

Figure 17 Operation mode 7 with CHP and CC running 

Further relevant information regarding the operating modes is summarised below:  

• Irrespective of the operation mode, it is possible to cover only the HL or CL at a time 
since switchover valves are installed between the tanks and the load circuit  
(cf. Appendix B.1). 
• The changeover operation from one mode to another takes 140 seconds. 

B.4 Functional description for the lower-level controller 

The HMI on the workstation is used for selection, switching, visualisation, and 
monitoring of the trigeneration lab. One of the following four operation scenarios can be 
selected: 

• HAND: Operation of the plant by hand using the component, valve, and pump 

switches on the HMI, 

• AUTO: Automatic operation based on control signal from climate chamber, 

• SEMI-AUTO: Selection of one of the 7 operation modes by hand on the HMI, 

• REMOTE: Selection of one of the 7 operation modes by the supervisory controller 

(MPC or reference). 

B.4.1 Switching logic for operation modes 

Operation mode 1 (Off): Immediately after selection of operation mode 1, 
• turn off P5, P6, P7, P13, AdC, CC, HP, OC, and CHP 

• open and close valves as per Table. 3 
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• wait 140 seconds1. 

 
Operation mode 2 (CHP only): Immediately after selection of operation mode 2, 
• turn off P5, P6, P7, P13, AdC, CC, HP and OC 

• open and close valves as per Table. 3 

• wait 140 seconds 

Switch-on condition for CHP 
• In SEMI-AUTO or AUTO: If HT6 < M2_HT6,min 

• In REMOTE: Always 

Switch-on procedure 
• Turn on CHP 

• Safety shut-down logic (Section B.4.3) switches to operation mode 1. 

Switch-off condition for CHP 
• In SEMI-AUTO or AUTO: If HT1 > M2_HT1,max 

• In Remote: Never 

Switch-off procedure 
• Turn off CHP 

• Valve positions remain unchanged  

Both the temperature limits (here M2_HT6,min and M2_HT1,max) can be changed on 
the HMI. 

 
Operation mode 3 (CHP + AdC): This operation mode has the switch-on conditions 

for multiple components. Immediately after selection of operation mode 3, 
• turn off P6, P7, P13, CC, and HP 

• open and close valves as per Table. 3 

• wait 140 seconds 

Switch-on condition for CHP 
• In SEMI-AUTO or AUTO: If HT6 < M3_HT6,min 

• In REMOTE: Always 

Switch-on procedure 
• Turn on CHP 

• Safety shut-down logic (Section B.4.3) switches to operation mode 1. 

Switch-off condition for CHP 
• In SEMI-AUTO or AUTO: If HT1 > M3_HT1,max 

• In Remote: Never 

Switch-off procedure 
• Turn off CHP 

• Valve positions remain unchanged 

                                                                    

1 Positioning time for actuator is 130 s 
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Switch-on condition for AdC, OC, and P5 
• In SEMI-AUTO or AUTO: If CT1 > M3_CT1,max 

• In REMOTE: Always 

Switch-on procedure 
• Turn on AdC, OC, and P5 (Voc,set for OC is given by AdC’s embedded controller) 

• Safety shut-down logic (Section B.4.3) switches to operation mode 1. 

Switch-off condition for AdC, OC, and P5 
• In SEMI-AUTO or AUTO: If CT4 < M3_CT4,min 

• In Remote: Never 

Switch-off procedure 
• Turn off AdC, OC, and P5 

• Valve positions remain unchanged.  

All the temperature limits (here M3_HT6,min, M3_HT1,max, M3_CT1,max, and 
M3_CT4,min) can be changed on the HMI. 

 
Operation mode 4 (CC only): Immediately after selection of operation mode 4, 
• turn off P5, P13, AdC, HP, and CHP 

• open and close valves as per Table. 3 

• wait 140 seconds 

Switch-on condition for CC, OC, P6, and P7 
• In SEMI-AUTO or AUTO: If CT1 > M4_CT1,max 

• In REMOTE: Always 

Switch-on procedure 
• Turn on P6, P7, CC, and OC (VOC,set for OC is given by the PID controller which is 

automatically activated in operation mode 4) 

• Safety shut-down logic (Section B.4.3) switches to operation mode 1 

Switch-off condition for CC, OC, P6, and P7 
• In SEMI-AUTO or AUTO: If CT4 < M4_CT4,min 

• In Remote: Never 

Switch-off procedure 
• Turn off CC 

• After 20 s turn off P6, P7, and OC 

• Valve positions remain unchanged  

Both the temperature limits (here M4_CT1,max and M4_CT4,min) can be changed on the 
HMI. 

 
Operation mode 5 (HP only): Immediately after selection of operation mode 5, 
• turn off CC, CHP, and AdC 

• open and close valves as per Table. 3 

• wait 140 seconds 
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Switch-on condition for HP, P5, P6, P7, P13, and OC 
• In SEMI-AUTO or AUTO: If HT6 < M5_HT6,min 

• In REMOTE: Always 

Switch-on procedure 
• Turn on P5, P6, P7, P13, and OC (Voc,set for OC is fixed at 10 V) 

• After 60 s turn on HP 

• Safety shut-down logic (Section B.4.3) switches to operation mode 1. 

Switch-off condition for HP, P5, P6, P7, P13, and OC 
• In SEMI-AUTO or AUTO: If HT1 > M5_HT1,max 

• In Remote: Never 

Switch-off procedure 
• Turn off HP 

• After 20 s turn off P5, P6, P7, P13, and OC 

• Valve positions remain unchanged  

Both the temperature limits (here M5_HT1,max and M5_HT6,min) can be changed on 
the HMI. 

 
Operation mode 6 (AdC Only): Immediately after selection of operation mode 6, 
• turn off P6, P7, P13, CC, CHP, and HP 

• open and close valves as per Table. 3 

• wait 140 seconds 

Switch-on condition for AdC, OC, and P5 
• In SEMI-AUTO or AUTO: If CT1 > M6_CT1,max AND HT8 > M6_HT8,set 

• In REMOTE: Always 

Switch-on procedure 
• Turn on AdC, OC, and P5 (Voc,set for OC is given by AdC’s embedded controller) 

• Safety shut-down logic (Section B.4.3) switches to operation mode 1. 

Switch-off condition for AdC, OC, and P5 
• In SEMI-AUTO or AUTO: If CT4 < M6_CT4,min OR HT8 < M6_HT8,min 

• In Remote: Never 

Switch-off procedure 
• Turn off AdC, OC, and P5 

• Valve positions remain unchanged.  

The temperature limits (here M6_CT1,max, M6_CT4,min, M6_HT8,set, and M6_HT8,min) 
can be changed on the HMI. 

 
Operation mode 7 (CHP + CC): This operation mode has the switch-on conditions for 

multiple components. Immediately after selection of operation mode 7, 
• turn off P5, P13, AdC, and HP 

• open and close valves as per Table. 3 
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• wait 140 seconds 

Switch-on condition for CHP 
• In SEMI-AUTO or AUTO: If HT6 < M7_HT6,min 

• In REMOTE: Always 

Switch-on procedure 
• Turn on CHP 

• Safety shut-down logic (Section B.4.3) switches to operation mode 1. 

Switch-off condition for CHP 
• In SEMI-AUTO or AUTO: If HT1 > M7_HT1,max 

• In Remote: Never 

Switch-off procedure 
• Turn off CHP 

• Valve positions remain unchanged.  

Switch-on condition for CC, OC, P6, and P7 
• In SEMI-AUTO or AUTO: If CT1 > M7_CT1,max 

• In REMOTE: Always 

Switch-on procedure 
• Turn on P6, P7, CC, and OC (Voc,set for OC is given by the PID controller which is 

automatically activated in operation mode 4) 

• Safety shut-down logic (Section B.4.3) switches to operation mode 1 

Switch-off condition for CC, OC, P6, and P7 
• In SEMI-AUTO or AUTO: If CT4 < M7_CT4,min 

• In Remote: Never 

Switch-off procedure 
• Turn off CC 

• After 20 s turn off P6, P7, and OC 

• Valve positions remain unchanged  

All the temperature limits (here M7_HT6,min, M7_HT1,max, M7_CT1,max, and 
M7_CT4,min) can be changed on the HMI. 

 

B.4.2 Default valve positions 

The valve control program sets the true or false signals for positioning the valves 
according to operation mode. 
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Table. 3 Position of the motorised valves in different operation modes. 1 - open and 0 - close  

Mode(↓)& 

Valve(→) 

number 

Valve position 

 3 4 5 7 11 17 20 24 34 35 51 52 55 60 71 

1 1 0 0 0 0 1 0 1 1 0 0 0 1 0 1 

2 1 0 0 0 0 1 0 1 1 0 0 0 1 0 1 

3 1 1 1 0 0 1 0 0 1 0 0 0 1 0 1 

4 1 0 0 0 0 1 0 1 1 0 1 0 0 0 1 

5 1 0 0 1 1 0 1 1 0 1 0 1 1 1 0 

6 1 1 1 0 0 1 0 0 1 0 0 0 1 0 1 

7 1 0 0 0 0 1 0 1 1 0 1 0 0 0 1 

B.4.3 Safety shut-down and warnings 

Shut-down due to volume flow errors: 

• If CHP = On AND �̇�CHP< 0.05 m³/h, then safety shut down. First check after 900 

seconds of turning on CHP and then check regularly 

• If P5 = On AND �̇�OC< 1 m³/h, then safety shut down. First check after 90 seconds 

of turning on the P5 and then check regularly 

• If P6 = On AND�̇�RHP,e < 1 m³/h, then safety shut down. First check after 90 

seconds of turning on the P6 and then check regularly 

• If P7 = On AND �̇�OC OR �̇�RHP,c < 1 m³/h, then safety shut down. Loop test after 90 

seconds of turning on the P7 and then check regularly 

• If AdC = On AND �̇�AdC,L OR �̇�AdC,M OR �̇�AdC,H < 0.05 m³/h, then safety shut down. 

Loop test after 300 seconds of turning on the AdC and then check regularly 

• If CC = On AND �̇�RHP,e OR �̇�RHP,c < 1 m³/h, then safety shut down. Loop test after 

90 seconds of turning on the CC and then check regularly 

• If HP = On AND �̇�RHP,e OR �̇�RHP,c OR �̇�OC < 1 m³/h, then safety shut down. Loop 

test after 90 seconds of turning on the HP and then check regularly 

Shut-down due to temperature limit: 

• If CHP = On AND 𝑇r,CHP > 80 °C, then safety shut down. Loop test after 120 

seconds of turning on the CHP and then check regularly 

Warnings: 

• If CHP = On AND Pel,CHP < 0.05 kWel. Loop test after 900 seconds of turning on 

the CHP and then check regularly 

• If HP OR CC = On AND Pel,RHP < 0.05 kWel. Loop test after 60 seconds of turning 

on the HP OR CC and then check regularly 

• If AdC = On AND Pel,AdC < 0.005 kWel. Loop test after 300 seconds of turning on 

the AdC and then check regularly 
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• If HP = On AND Pel,OC < 0.5 kWel. Loop test after 300 seconds of turning on the HP 

and then check regularly 

• If 𝑇f,TC > 60 °C 

• If �̇�RHP,e OR �̇�RHP,cOR �̇�AdC,L OR �̇�AdC,M OR �̇�AdC,H OR �̇�CHP < - 0.2 m³/h. Check 

every 30 seconds 

• If COIL = On AND Pel,COIL < 0.05 kWel. Loop test after 60 seconds of turning on 

COIL. 

• If THT3 > 85 °C AND COIL = ON  

B.4.4 Setting temperature limits 

The temperature parameters or limits used in conventional control of the plant were 
selected after multiple tuning experiments and discussions with the component 
manufacturers. The aim was to ensure adequate tank temperature for heating or cooling, 
program a hysteresis to avoid frequent switching of the components, and utilise the 
entire volume of tank. These values could be adjusted directly on the HMI screen or in 
the Python code of the conventional controller.  

For instance, in summer, the TCT1,max was set at 12 °C to ensure that TCT1 (temperature 
at bottom of CTES) is always lower than the set feed-line temperature in the TC circuit 
(𝑇f,TC,set = 14 °C). TCT4,min was set at 12 °C to introduce a hysteresis over TCT4 
(temperature at top of CTES) and use the maximum storage capacity of the tank.  

Similarly, in winter, THT1,CHP,max was set at 70 °C to ensure that THT1 is always lower than 
𝑇𝑟,𝐶𝐻𝑃,𝑚𝑎𝑥 = 73 °𝐶 when CHP is running and THT1,HP,max was set at 43 °C to ensure that 
THT1 is always lower than 𝑇r,HP,c,max = 45 °𝐶 when HP is running. THT6,min was set at 70 °C 
to introduce a hysteresis over THT6 and ensure that THT6 (temperature going to load) was 
always higher than 𝑇f,TC,set = 40 °C. 

Table. 4 Default values for temperature parameters / limits to implement the conventional controller 
in different modes 

Parameter  Function Default 

value 

(°C) 

M2_HT6,min Used in operation mode 2. Read at HT6, which is 

located at load layer of the tank. If the current 

value is below the set value then CHP ON  

70 

M2_HT1,max Used in operation mode 2. Read at HT1, which is 

located at bottom of the tank. If the current value 

is above the set value then CHP OFF  

70 

M3_HT6,min Used in operation mode 3. Read at HT6, which is 

located at load layer of the tank. If the current 

value is below the set value then CHP ON  

70 

M3_HT1,max Used in operation mode 3. Read at HT1, which is 

located at bottom of the tank. If the current value 

is above the set value then CHP OFF  

70 
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M3_CT4,min Used in operation mode 3. Read at CT4, which is 

located at top of the tank. If the current value is 

below the set value then AdC OFF  

12 

M3_CT1,max Used in operation mode 3. Read at CT1, which is 

located at bottom of the tank. If the current value 

is above the set value then AdC ON  

12 

M4_CT4,min Used in operation mode 4. Read at CT4, which is 

located at top of the tank. If the current value is 

below the set value then CC OFF  

12 

M4_CT1,max Used in operation mode 4. Read at CT1, which is 

located at bottom of the tank. If the current value 

is above the set value then CC ON  

12 

M5_HT6,min Used in operation mode 5. Read at HT6, which is 

located at load layer of the tank. If the current 

value is below the set value then HP ON  

43 

M5_HT1,max Used in operation mode 5. Read at HT1, which is 

located at bottom of the tank. If the current value 

is above the set value then HP OFF  

43 

M6_CT4,min Used in operation mode 6. Read at CT4, which is 

located at top of the tank. If the current value is 

below the set value then AdC OFF  

12 

M6_CT1,max Used in operation mode 6. Read at CT1, which is 

located at bottom of the tank. If the current value 

is above the set value then AdC ON  

12 

M6_HT8,set Used in operation mode 6. Read at HT8, which is 

located at AdC feed layer of the hot tank. If the 

current value is above the set value then AdC ON  

52 

M6_HT8,min Used in operation mode 6. Read at HT8, which is 

located at AdC feed layer of the hot tank. If the 

current value is below the set value then AdC OFF  

50 

M7_HT6,min Used in operation mode 7. Read at HT6, which is 

located at load layer of the tank. If the current 

value is below the set value then CHP ON  

70 

M7_HT1,max Used in operation mode 7. Read at HT1, which is 

located at bottom of the tank. If the current value 

is above the set value then CHP OFF  

70 

M7_CT4,min Used in operation mode 7. Read at CT4, which is 

located at top of the tank. If the current value is 

below the set value then CC OFF  

12 

M7_CT1,max Used in operation mode 7. Read at CT1, which is 

located at bottom of the tank. If the current value 

is above the set value then CC ON  

12 
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 Load profiles for application scenarios 

Table. 5 List of CCHP related studies identified in this work for extracting 24-hour electrical and 
thermal, seasonal load profiles 

Type of 

building  

Aim of 

study 

System 

specification 

Peak 

summer 

loads 

Peak 

winter 

loads 

Peak 

transition 

loads 

Ref. 

Hospital-

1 

Optimisation 

for optimal 

capacities 

of a CCHP 

• 300 bed hospital 

• Load profiles 
for typical 

workday 

• No work day with 
constant load 

• EL ~ 0.5 
MWel  

• HL ~ 0.58 
MWth  

• CL ~ 0.9 
MWth 

• NA • NA (Kavvadia

s and 

Maroulis, 

2010) 

Hospital-

2 

CCHP 

operation 

optimisation  

• CHP: 4.0 MWel  

• CC: 4.2 MWth  

• Boiler: 3.5 MWth 

• Absorption 
chiller: 4.2 MWth 

• Average hourly 
demands 

• EL ~ 2.0 
MWel  

• HL ~ 2.0 
MWth  

• CL ~ 4.0 
MWth 

• EL ~ 2.0 
MWel  

• HL ~ 3.5 
MWth  

• CL ~ 0.0 
MWth 

• EL ~ 2.0 
MWel  

• HL ~ 2.3 
MWth  

• CL ~ 0.0 
MWth 

(Facci et 

al., 

2014) 

Hospital-

3 

Sensitivity 

analysis of 

energy 

demands on 

optimal 

capacities 

of CCHP 

system 

• Area: 83,745 m² 

• Demand from four 
independent 

buildings 

• Representative 
days in different 

seasons 

• EL ~ 2.0 
MWel  

• HL ~ 2.0 
MWth  

• CL ~ 4.0 
MWth 

• EL ~ 2.0 
MWel  

• HL ~ 3.5 
MWth  

• CL ~ 0.0 
MWth 

• EL ~ 2.0 
MWel  

• HL ~ 2.3 
MWth  

• CL ~ 0.0 
MWth 

(Li et 

al., 

2008) 

Hotel-1 Influence of 

part-load 

behaviour on 

optimal 

design and 

operation of 

CCHP 

• Area: 60,000 m² 

• CHP: 1.46 MWel  

• Boiler: 0.96 MWth 

• Absorption 
chiller: 1.3 MWth 

• Hourly demands 
of representative 

days 

• EL ~ 2.1 
MWel  

• HL ~ 1.3 
MWth  

• CL ~ 4.7 
MWth   

 

  

• EL ~ 1.7 
MWel  

• HL ~ 4.7 
MWth  

• CL ~ 0.6 
MWth   

 

• EL ~ 1.8 
MWel  

• HL ~ 1.0 
MWth  

• CL ~ 1.7 
MWth   

 

(Zhou et 

al., 

2013) 

Hotel-2 Influence of 

average and 

peak energy 

demands and 

uncertaintie

s on CCHP 

performance 

• Area: 78,200 m² 

• CHP: 2 MWel and 
3.5 MWth  

• CC: 2 MWth 

• Boiler: 1.5 MWth 

• Absorption 
chiller: 3.2 MWth 

• Average hourly 
demands   

• EL ~ 1.9 
MWel  

• HL ~ 1.8 
MWth  

• CL ~ 3.7 
MWth 

• EL ~ 1.5 
MWel  

• HL ~ 4.2 
MWth  

• CL ~ 0.6 
MWth   

 

• EL ~ 1.5 
MWel  

• HL ~ 2.4 
MWth  

• CL ~ 1.4 
MWth   

 

(Li et 

al., 

2008) 

Hotel-3 Short review 

and energy 

systems 

• Area: 60,000 m² 

• CHP: 1.42 MWel  

• EL ~ 1.2 
MWel  

• EL ~ 0.7 
MWel  

• EL ~ 0.7 
MWel  

(P. Liu 

et al., 

2013) 
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engineering 

approach to 

modelling 

and 

optimisation 

of micro-

grids 

• Heat pumps:  
3.45 MWth 

• Absorption 
chiller: 2.58 MWth 

• Hourly demands 
of representative 

days for 

different months 

• HL ~ 0.58 
MWth  

CL ~ 6.1 

MWth 

• HL ~ 5.2 
MWth  

• CL ~ 0.0 
MWth   

 

• HL ~ 0.5 
MWth  

• CL ~ 0.0 
MWth   

 

Industria

l dairy 

unit 

Optimisation 

of CCHP 

configuratio

n for 

various 

energy price 

policies 

• Industrial dairy 

• Load profile for 
typical workday 

and holiday  

• EL ~ 3.2 
MWel  

• HL ~ 13.1 
MWth  

• CL ~ 14.9 
MWth 

• NA • NA (Tichi et 

al., 

2010) 

Office 

building 

Sensitivity 

analysis of 

trigeneratio

n primary 

energy 

savings 

ratio 

 

 

• CHP: 330 kWel  

• CC: 560 kWth  

• Boiler: 515 kWth 

• AdC: 515 kWth 
 

• EL ~ 280 
kWel  

• HL ~ 0.9 
kWth  

• CL ~ 500 
kWth 

• EL ~ 280 
kWel  

• HL ~ 335 
kWth  

• CL ~ 150 
kWth 

• EL ~ 280 
kWel  

• HL ~ 224 
kWth  

• CL ~ 400 
kWth 

(Chicco 

and 

Mancarell

a, 2007) 

One 

family 

house 

Optimal 

sizing of a 

CHP 

• Area: 250 m² 

• CHP: 1-2 kWel  

• CC: Not 
specified  

• Boiler: Not 
specified 

• Average hourly 
demands 

• EL ~ 0.0 
kWel  

• HL ~ 0.0 
kWth  

• CL ~ 0.0 
kWth 

• EL ~ 0.0 
kWel  

• HL ~ 0.0 
kWth  

• CL ~ 0.0 
kWth 

• EL ~ 3.6 
kWel  

• HL ~ 5.5 
kWth  

• CL ~ 0.4 
kWth 

(Ren et 

al., 

2008) 

Universit

y campus-

1 

Micro-CCHP 

real-time 

operation 

optimisation 

• Area: 279 m² 

• CHP: 15 kWel  

• AdC: 35 kWth 

• TRNSYS generated 
hourly demands 

• EL ~ 9.8 
kWel  

• HL ~ 0.0 
kWth  

• CL ~ 12.9 
kWth 

• EL ~ 6.2 
kWel  

• HL ~ 11.2 
kWth  

• CL ~ 0.0 
kWth 

• EL ~ 9.8 
kWel  

• HL ~ 3.0 
kWth  

• CL ~ 2.9 
kWth 

(Cho et 

al., 

2009a) 

Universit

y campus-

2 

Design a 

supervisory 

control 

strategy to 

utilise 

higher 

energy and 

economic 

efficiency 

potential of 

CCHP systems 

• Average cooling 
requirement =  

315 MWhth/day 

• Average heating 
requirement =  

17 MWhth 

• Average 
electricity 

requirement =  

15 MWel 

• CHP: 19.1 MWel 

• EL ~ 15.5 
MWel  

• HL ~ 0.0 
kWth  

• CL ~ 24.5 
kWth 

• NA • NA (Chandan 

et al., 

2012) 
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Figure 18 Hospital-2 load profile for a winter week starting on a Thursday midnight and scaled using 
peak HL of 12.5 kWth (125% of CHP’s maximum thermal output) and weekend ~ weekday for hospitals 

 

Figure 19 Hotel-1 load profile for a summer week starting on a Wednesday midnight and scaled using 
peak CL of 8 kWth (Peak load for 16/21 °C operation in TABS circuit) and weekend ~ weekday for hotels  

 

Figure 20 Hotel-1 load profile for a winter week starting on a Wednesday midnight and scaled using 
peak HL of 14 kWth (maximum possible with thermostat and test chamber in winter) and weekend ~ 
weekday for hotels 

 

Figure 21 Residential load profile for a transition week starting on a Friday midnight and scaled using 
peak HL of 12.5 kWth (125% of CHP’s maximum thermal output) and weekend > weekday for residence 
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 Regression coefficients for the grey-box models 

Table. 6 Values of regression coefficients programmed as model-parameters for the INES components 

Param

eter 
Value 

Parame

ter 

Valu

e 

Paramete

r 
Value 

Paramete

r 
Value 

Paramete

r 
Value 

AdC:  CHP:  
RHP:2nd 

degree 
 

RHP:1st 

degree 

 OC:  

𝒂𝟏  
1.662 

𝑐1 
0.26

5 
𝑒1 12.574 𝑒1

∗ 13.199 ℎ1 14 

𝒂𝟐 

0.490 

𝑐2 

-

0.00

92 

𝑒2 0.325 𝑒2
∗ 0.385 ℎ2 

0.56 

𝒂𝟑 0.252 
𝑐3 

0.00

019 
𝑒3 0.033 𝑒3

∗ -0.042 
  

𝒂𝟒 -0.635 
𝑑1 

560.

79 
𝑒4 0.002 

𝑓1
∗ 

11.637 
  

𝒂𝟓 0.010    𝑒5 -0.001 𝑓2
∗ 0.379   

𝒂𝟔 -0.004   𝑒6 -0.001 𝑓3
∗ -0.116   

𝒂𝟕 -0.029   𝑓1 10.099 𝑔1
∗ 1.683   

𝒂𝟖 0.003   𝑓2 0.331 𝑔2
∗ 0.006   

𝒂𝟗 -0.000   𝑓3 0.011 𝑔3
∗ 0.069   

𝒂𝟏𝟎 0.0148   𝑓4 0.002     

𝒃𝟏𝟎 0.423   𝑓5 -0.001     

𝒃𝟏𝟎 -0.022   𝑓6 -0.002     

𝒃𝟏𝟎 0.006   𝑔1 2.369     

𝒃𝟏𝟎 0.002   𝑔2 -0.004     

𝒃𝟏𝟎 0.000   𝑔3 0.023     

𝒃𝟏𝟎 0.000   𝑔4 0.000     

𝒃𝟏𝟎 0.002   𝑔5 0.000     

𝒃𝟏𝟎 -0.001   𝑔6 0.000     

𝒃𝟏𝟎 -0.000         

𝒃𝟏𝟎 -0.001         
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