A Contribution to Optimal Scheduling of
Real-World Trigeneration Systems using
Economic Model Predictive Control

Von der Fakultat Maschinenwesen

der Technischen Universitiat Dresden

zur Erlangung des akademischen Grades
Doktoringenieur (Dr.-Ing.)

angenommene Dissertation
von
M.Sc. Parantapa Sawant

geboren am 22.12.1987 in Sangli (Indien)

Tag der Einreichung: 23.07.2020
Tag der Verteidigung: 14.12.2020

Gutachter:

Prof. Dr.-Ing. C. Felsmann
Prof. Dr.-Ing. ]. Pfafferott
Prof. Dr. rer. nat. M. Schmidt

Vorsitzender der Promotionskommission: Prof. Dr.-Ing. M. Schmauder






Acknowledgement

This doctoral dissertation was formulated during my tenure in the research group
Advanced Building Technology at the Institute of Energy Systems Technology in
Offenburg. [ owe my deepest gratitude to the group-leader and my project supervisor,
Prof. Dr.-Ing. Jens Pfafferott. He continuously supported me with his patience,
motivation, and immense knowledge in the field of building technologies. He helped me
open all the right doors and stay on the correct track to balance the engineering and
scientific aspects of this work.

I received highly valuable theoretical and practical inputs from
Prof. Dr.-Ing. Clemens Felsmann and I am sincerely thankful to him for accepting me as
an external doctoral candidate at the TU-Dresden. He greatly improved the scientific
quality of this work with his critical evaluation of the results and expertise in building
technology.

[ am very grateful to Prof. Dr. rer nat. Michael Schmidt, Prof. Dr.-Ing. habil. Joachim
Seifert, and Prof. Dr.-Ing. Martin Schmauder for taking the time out of their extremely
busy schedules and providing a thorough analysis of this work and participating in the
doctoral committee.

I immensely appreciate the unconditional support and guidance in the form of
multiple hours of theoretical discussions and programming sessions that Adrian Biirger
and Minh Dang Doan extended to me. This dissertation would have not been possible
without the implementation of pycombina and with it, the continuous support provided
by Adrian and his dedication to development of the tool. I fondly cherish our memories
of the IFAC World Congress in Toulouse and am very glad to have bonded with you on
this academic journey we took together.

This work could not have been realised without the support of my colleagues and staff
at INES and the University of Applied Sciences Offenburg. I am especially indebted to
Werner Falk, Michael Wirwitzki, and Thomas Feldmann for providing their practical
expertise in helping to set-up and operate the lab. This extends to Jesus da Costa
Fernandes, Sascha Himmelsbach, Sascha Rifdmann, and other colleagues for amongst
other things, tolerating the continuous humming noise of the machinery and the
occasional demonstration of frustration with the mixing valve. A lot of the burden was
shouldered by my hard working and sincere master thesis students, bachelor thesis
students, and interns: Adam, Agus, Corentin, Daniela, Eric, Fabian, Fernando, Hathairat,
Jaime, Javier, Lilian, Luis, Naim, Oscar, Patrick, Phil, Saad, Salvador, and Sebastian.

I am extremely grateful to the Reiner Lemoine Stiftung for accepting me as a
scholarship candidate and providing a friendly and supportive atmosphere for
contributing towards a common goal of a sustainable energy future. Furthermore,
I would like to thank E-Werk Mittelbaden “Okologie- und Innovationsfonds”, the
Baden-Wirttemberg (MWK) “DENE Promotionskolleg”, HS Offenburg “Industry am
Campus”, and Fahrenheit GmbH for their academic funding over the last few years.
The follow-up research work will be supported by INTERREG and BMWi under projects
“ACA-MODES” and “MEQ” respectively and I am thankful for that.



My family and friends have been in my corner since a very long time and their support
extended throughout this period. However, a big part of this work is dedicated to Vania
for sticking with me through the thick and thin during this spell and supporting me
through all the phases a doctoral candidate could possibly go through and yet marrying
me. [ am looking forward to realising all the promises of great times in the years to come

with you.



Index

List of selected abDreviations. ... ssessessesssssssssssssaees |
List of selected symbols and iNAICES ... sssseens I
N4 481070 £ |
IAICES o eeeeeeeeeeerer e s s s AR I11
L0 TOT T Uy 70 ) 40 PP VI
Glossary of terms (CONTINUEA) .. sssssssssssssssssssns VII
Glossary of terms (CONTINUE) ....ocueeererreeirseeses s ssssssassssssssesaes VIII
Glossary of terms (CONTNUE) ..o eurirerreeesreressessessses s ses s sessssssss s ses s ssssssssses s IX
B 0 U 00 1T 0 () o PPN 1
2 State-Of-Art ANd SCOPE ... s bbb 4
2.1 Trigeneration SYSTEIMNS ......orerererenseressessesessssessessessssssessesssssssessessssssssssessessssssssssesssssssssseass 4
2.2 Classification of trigeneration SYSTEIMS. ... eeenrerressessessessssssessessesessessesssssssssssssssseens 6
2.3 Conventional control of trigeneration SYStEMS.......ccouuerenernernsesnesnsesesssessessessesseessens 8
2.4 Optimisation of trigeneration SYSEEIMS ......coreerereeneeserssesssseessesesesessessessessssssssssseens 12
2.5 Modelling of trigeneration SYStEIMS.......cueremeenesnerneesessessesssessesssssessssssssssssssssessens 14
2.6 SUMMAry and OULIOOK ... sss s sssssssssssssssssssssssssssssssssssans 22
3 MPC in Building Automation and CONtIol ........nenneeessessesesessessessessessesseens 23
3.1 Building automation and CONLIOL ... ssssesssssesens 23
T o O o 1] (PSP 25
3.3 Application of MPC in an energy plant management system (EPMS)................. 28
3.3.1 Models for MPC based EPMS.......ssseesessessssessssssssssssssssssssssssssens 30

S J0C 07K 01011 o 1014 U 0 1 ) o P0 OO SPP P TTPTTRPN 34
3.3.3 Constraints and SIACKS ... sessssssessssssssssssssssssssssssssssssssssssens 35
T8 72 5 () /00 3T 36
3.3.5 CONLIOl arChiteCTUTIE ....v v st sses 37
3.3.6 OptimiSation tEChNIQUES ..o sss s ss s ssesees 38
3.4 Summary and OULIOOK ... sssssssssssssssssssssssssssssssssssssssssans 42
4 Experimental Set-Up and Component MOdels ........cuneenenneensenneensesesssssesssessessessseens 43
4.1 Experimental set-up of the trigeneration system at INES.......cccornnireenenne. 43
4.1.1 Basic and detailed engiNEering........cunenerrereresneesessessssssesssssessesesessessesssssssssssssssass 43
4.1.2 BAC system for the INES 1ab ...t sssssessssssesssssseens 46




v G T 000) s A T4<Y 0w (o) o b= ¥ R a0 o 1 o0 ) 50

4.2 Load profiles for application SCENATIOS ......oueerereereereesssssssssssessesessessessessssssssssssssenss 50
4.3 ENEIZY PIICES currrerrirerreuresissssessesessssssssssss s sssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssnes 54
ZC T B 21 (<Totn g Tl 170 o) @ Lol () ¢ T oF: 1) o P 54
4.3.2 FUEL-PIICE fOTECASE ..ttt ssessss sttt 55
4.4 Control-oriented component MOAEIS ... sesssssseaes 55
4.4.1 Qualitative analysis of exiSting MOdElS ... 55
4.4.2 Application of grey-box modelling methodology .......cccnmnnennennennessenseneanenn. 57
4.5 Adsorption Chiller (AdC) ... ssssseens 61
4.5.1 AdC fUNCHONAL LESES .ottt s s snsans 63
T T Vo [0 1 Vo o (= PP 69
4.6 Combined heating and power (CHP) ... 72
4.6.1 CHP fuNCHIONAL LESLS ..ot eeesessessessessessss s essessesssssssssssssssssssass 73
4.6.2 CHP MOAE] ..ot es s s 75
4.7 Outdoor coil (OC) and heat exchangers (HX) ....cccoumennenenensennesessessessesseeseens 78
4.8 Reversible heat pump (RHP) . ssssssssssssssssnes 81
4.8.1 CC and HP functional teStS.....cummimimeneneniesesessssssssssssssssssssssssssssssssssssssssssssssssssssans 83
4.8.2 CC and HP MOAELS ...ueueeererercrretseeseereeseeesesesessesses s ssssssssessessessesssssssssssssssssssnss 88
4.9 Thermal energy storages: cold thermal energy storage (CTES) and hot thermal
energy StOrage (HTES) ..t s s 90
4.9.1 HTES and CTES MOAEl... e ssesssessessessesssssssssssssssssssnss 91
4.10 Thermal loads: load generator (LG) and test chamber (TC)....ccccrenrereerrerreereens 96
4.10.1 LG CONEIOLtitiiriiiriririneseresseses s sssssessessesss st sssssssssssssssssnsans 96
4.10.2 Three-way mixing valve CONTIOL ... neneneneseseeeeeeesesessessessessessssssseenes 97
4.11 Model evaluation FESUILS ... ssesss s s ssssnsnns 98
4.11.1 Simulation of operation MOAES ......ccumrnnn e ———— 98
N o Yt =) g ] (0] OSSPSR 104
4.11.3 Quantitative analySiS. ... ereresersessessesssesssssssssssssessssssessssssessssssesssssssssssssessns 105
4.11.4 Discussion of SIMulation reSUlts ... 107
4.12 Technical limitations of lab and lessons learned..........nenenen. 109
4.13 Summary and OULIOOK ... ssssssses 110
5 Test Case with Model Based Controller for the Outdoor Coil.......ccooreereneeneeneereeneen. 112

II



5.1 The coONtrolled SYSTEM ...t sssss s ssssseans 112

5.2 The CONIIOL LOOP ..t ssesessessessesss s sssssssssssssssssnsns 114
5.2.1 Reference CONLIOIIET ...t ssessessessssssssssaees 114
5.2.2 PID CONETOIIET cuuuieiereereeetretsstssieesesesessessessssss st ssessssss st sssssssssssssssnsanes 114
5.2.3 Model based controller (MBC) .....ccuenesesssssessesssssessssssessssssesssssseens 115

5.3 CONLIOl arChiteCUTE ...t sss s 117

5.4 EXPerimental reSULLS....o s sessesss s ssss st sssssesssssesssssssssssssssssssssens 118

5.5 DISCUSSIONS.ccueueuierereeereeseesessessessessessessesses s ssse s s s ses s s ses s s ssssnsas 121

5.6 Summary and OULIOOK ... sssssssssssenns 121

6 Development of the Optimal Control Framework for the Trigeneration System 123

6.1 Models and constraints for the MPC problem ..., 123

6.2 Economic-MPC problem formulation........eseseeseeseesesseens 128

6.3 Control logic and control architeCture ... 130

6.4 Programming execution and computation hardware .........ccccocoveereneeneereeseeseeneens 131

6.5 Summary and OULLOOK ... ssesssssesas 132

7 Experimental Results: Economic-MPC for the Trigeneration System.........cc.coueue... 134

7.1 Results of 0Ne MPC itEration .......neneneneneeneessssssssssssssssssssssssssssssssssssssssssssssens 134
7.1.1 SUIMMET SCENATIO .cueieiererrerseessesressesessessessessssssessess s sessessessssessessssssssssessesssssssessesssssssesens 134
7.1.2 WINTET SCENATIO .cuiirrirrrissriss s ss s s 138
7.1.3 Conclusion from one MPC iteration in summer and winter scenario........... 139

7.2 Parameter analySis .. sssans 142

7.3 Solution of binary problem versus relaxed problem........nnnenen. 144
7.3.1 SUMMET SCENATIO .ccureuiereurerirrsesisess e sess s ss s 144
7.3.2 WIDNTET SCENATIO .cueureureieresresesssessessesessessessesssssssessesssssssessesssssssessessesssssssessesssssssessesssssssesens 144

7.4 Results of multiple MPC iterations ......eeeessesssessesssesssssssssssssssseens 147

7.5 Long-duration tests with economic-MPC ... 149
7.5.1 SUIMMET SCENATIO . ueuiieereurersessssessessessssssseasessssssessessssssssssessssssssssssssssssssssssesssssssssesssssssssens 149
7.5.2 WIDNTET SCENMATIO .uueureurireresressessssessessessssssessesssssssessesssssssssssssssssssssessessssssssssessssssssssesssssssssneas 153
7.5.3 Conclusion of long-duration testS ... 156

7.6 Fall-back solution and availability of the MPC frameworkK ..........ccoonereeneeneen. 156

7.7  Summary and OULIOOK .....ciniceinsnenesinsssssssssssssssse st sssssssssssssssssssssssssssans 157
7.7.1 Challenges and research potential.........eseens 158




8 Experimental Results: Comparison of a Reference Controller and MPC................. 160

8.1 Experimental analySiS ... sssssssssssssssssssesns 160

S 0 0 N 00210140 1<) o 160

S T4 o =) oo 165
8.1.3 Conclusion of experimental analysis.......oemeneninseeessseesseesesseseens 169
8.2  ECONOMIC ANAlYSIS..iiinirirrerenirsisressisssnsssesssssssssssssessesssssssssesssssssssssssssssssssssssssssssssssssssssssssssans 169
8.3  Operational analysSis ... 173
8.3.1 Operational runtime of machines based on electricity price and load......... 173
8.3.2 CONSLraint ViOlationS. ..ot esesessessessessessssss s ssssssessessessssssssssssssssssens 178
8.3.3 Conclusion of operational analysis ... 181
8.4 Summary and OULIOOK ... ssssse s ssssssssssssssssssssssssssssssans 182
9 Summary and OULIOOK ...t ses s sssaseeas 183
12 )L od D072 =1 ] |20 ET 187
A. Literature analysis on optimisation for operation of trigeneration systems.... 196
B. INES trigeneration Set-UpP ... ssssesss 202
B.1 Piping and instrumentation diagram .........oooeeneneeneenssssensessessesessessessessssssssssseens 203
B.2  PrOAUCE data ... ssesssssssssssssss s sssssssssssssssssssssssnens 204
B.2.1 Adsorption Chiller (AdC) ..coereeneneeeesesesesessessessesssssssssessessessessessessessssssssssseens 205
B.2.2 Combined heating and power (CHP) ... 208
B.2.3  OUtdOOT COIl (OC) .eueeierieeenrerssisserseesesseesessesssessssssessesssssssssssssssssesssssssssssssssssssssssssssesns 209
B.2.4 Reversible heat pump (RHP)....orrersesesesesseeesesesesesessessessessssseens 210
B.2.5  StOrage tanks ... 212
B.3  Operation MOAES .....oeerneeerseressessessesses s sssssssssssssssssssssssssssssssssssesas 214
B.4 Functional description for the lower-level controller........nn.. 218
B.4.1 Switching logic for operation modes........oenenenneneneneseeseesessessesseeseens 218
B.4.2 Default valve POSItiONS ... sssssssssssssens 222
B.4.3 Safety shut-down and Warnings.......cceenmneenssssssesssssessessesssssseens 223
B.4.4 Setting temperature lIMits...... s sessesssssseens 224

C. Load profiles for application SCENATIOS .....ccueninsneessisssessesesssssssessssssssssessessssssssseans 226
D. Regression coefficients for the grey-box models ........cconerencenneneesneeneesneeseeneens 229
E.  LiSt Of @XPEIimMENTS. . st ssssssssss s ssssssssssssnsans 230

IV



List of selected abbreviations

AdC
BAC
BEMS
BLM
CCHP
CC
CHP
CL
COP
CTES
EER
EL
EPMS
FEL
FLM
FTL
HiL
HL
HMI
HP
HTES
INES
LG
MAE
MILP
MINLP
MIOCP
MPC
NLP
NRMSRE
NTU-¢
0C
ODE
OPC
PID
PLC
RCV
RHP
SNSE
TC

Adsorption Chiller

Building Automation and Control
Building Energy Management System
Base Load Matching

Combined Cooling, Heating, and Power
Compression Chiller

Combined Heating and Power

Cooling Load

Coefficient of Performance

Cold Thermal Energy Storage

Energy Efficiency Ratio

Electrical Load

Energy Plant Management System
Following Electrical Load

Full Load Matching

Following Thermal Load
Hardware-in-the-Loop

Heating Load
Human-Machine-Interface

Heat Pump

Hot Thermal Energy Storage

Institute of Energy Systems Technology
Load Generators

Mean Absolute Error

Mixed Integer Linear Problem

Mixed Integer Nonlinear Problem
Mixed Integer Optimal Control Problem
Model Predictive Control

Nonlinear Problem

Normalised Root Mean Squared Relative Error
Number of Transfer Units - Effectiveness
Outdoor Coil

Ordinary Differential Equations

OLE for Process Control

Proportional Integral Derivative Control
Programmable Logic Controller
Relative Change-of-Value

Reversible Heat Pump

Sum of Normalised Squared Error

Test Chamber







List of selected symbols and indices

Symbols

Symbol

oS

9]
=

a

COP
Cost

()
ISER

RS ESY

EI}b\hmm

T
=~ = -3

=

QU 3
<

Meaning

Area

Binary control vector

Vector of time-varying parameters
Specific heat capacity

Heat capacity rate

Coefficient of performance

Total cost for consumption of a final energy
Heat capacity rate ratio
Temperature of it layer in cold tank
Thickness

Integration interval

Diameter of tank

Control difference

Mayer term

General function

Equality constraint function
Inequality constraint function
Height of tank

Higher calorific value
Temperature of it layer in hot tank
Cost function

Overall heat transfer coefficient of the tank

envelope
Gain of controlled system

Proportional gain of PID controller
Lagrange term

Mass of water in one tank layer
Mass flow

Number

Number of transfer units

Vector of constant parameters
Power

Energy thermal

Common
unit

mZ

kJ/(kg'K)
W/K

€

5 w3 S

W/(m?K)




Symbols (continued)

Symbol

ﬁ

=
N

=
S
<

95}

o
YA
&5

N SPean

<

R KRR KRIST<CR e 3,33

<

N N

Meaning

Rate or price of final energy
Coefficient of determination
Rotational speed

Set of real numbers

Vector of slack variables

Simple levelised cost of energy
On-off switch

Time, time period

Time-step

Temperature

Derivative-action time of PID controller
Integral-action time of PID controller
Time-constant of controlled system
Dead time

Manipulated variable

Vector of continuous controls
Overall heat transfer coefficient
Voltage

Volume flow

Energy electrical

Weighting matrix for slack variables
Vector of states

Independent variables in regression analysis

Time derivative of a system state
Set of admissible states

Vector of outputs

Measured value

Dependent variable in regression analysis

Predicted value

Arithmetic mean of measured values
Arithmetic mean of predicted values
Height of one layer in the tank

Set of integer values

Coefficients of regression for different

a,b,c,d,e e’ f,f"9, 9", h models

Common
unit

€/kWh or
€/m3

RPM

€/kWh

v oD

o
(@)

II



Symbols (continued)

Symbol

>~ NS M O™

T I T

Indices

Subscript

air
aprx
AdC
amb
aux
b
buy
C
C
cool
CC
CHP
CL
CT
e
eff
el
ext
EL
EMPC
EPEX

EWERK

Meaning

Coefficients of regression in regression
analysis

Binary parameter

Heat exchanger effectiveness

Lagrangian function

Heat conductivity

Lagrange multiplier vector for equality
constraints

Lagrange multiplier vector for inequality
constraints

Efficiency

Density

Meaning

Ambient air

Approximate

Adsorption chiller

Ambient

Auxiliary or ancillary

Brine

Buying from grid

Condenser circuit of the reversible heat pump
Cold fluid entering heat exchanger

Cooling

Compression chiller

Combined heating and power

Cooling load

Cold tank

Evaporator circuit of the reversible heat pump
Effective

Electrical or electricity

Exterior

Electrical load

Economic-MPC

EPEX SPOT SE day-ahead auction electricity prices
Two-price electricity tariff structure of the local grid
operator

Common
unit

1



Indices (continued)

Subscript Meaning
f Feed-line leaving a component
f Final time-step
fc Forecast
fe Final energy
fuel Related to fuel consumed by CHP
grid Related to electricity grid
h Hot fluid entering heat exchanger
heat Heating
H High temperature circuit
HL Heating load
HP Heat pump
HT Hot tank
HX Heat exchanger
init Initial
IMG Related to INES micro-grid
b Lower bound
loss Thermal losses
L Low temperature circuit
LG Load generator
max Maximum
meas Measured
min Minimum
M Medium temperature circuit
MPC Related to tests with MPC
ny Number of binary controls
N Number of time-varying parameters
n, Number of time-constant parameters
ng Number of slack variables
ny Number of inputs or controls
Ny Number of states
ny Number of outputs
nom Nominal value
opt Optimal
0C Outdoor coil
prev Previous solution
r Return-line entering a component
ref Related to tests with reference controller
relx Relaxed value with respect to binary controls
RHP Reversible heat pump
sell Selling to grid

IV



Indices (continued)

Subscript
sim
SNSE
total
th
TC
ub
w
ik

Meaning

Simulated

Sum of normalised squared error
Total value

Thermal

Test chamber

Upper bound

Water

Serial variables




Glossary of terms

For the purposes of this dissertation, the following terms and definitions apply:
Availability of controller framework

Availability is a representative metric for the probability that the controller
framework will provide a practical schedule for the plant during the period of a test and
will not fail to control the individual components.

Bang-bang control

When the solution of the optimal control problem switches from one extreme
restriction (upper bound or lower bound) to another (i.e. is strictly never in between the
bounds), then that solution is referred to as a bang-bang solution.

Building automation and control system

A building automation and control system is typically a computer-based hierarchical
framework, comprising of all engineering tools and services facilitating automatic
control, monitoring, optimisation, operation, human intervention, and management to
achieve a good building performance.

Building energy management system

A building energy management system is typically a computerised system that is an
integrated part of the building automation and control, for monitoring and controlling
all energy-related building services plant and equipment.

Consumption-related costs

Consumption-related or demand-related costs is the cost group in total cost of a plant
that must be paid for consumption of final energies like electricity and fuel.

Control architecture

Control architecture refers to the strategy to combine the model based controllers
with the capabilities of an existing building automation and control system into a
coherent framework and is described using a flow chart.

Control logic

Is an underlying part of the control architecture and describes the operation of a
controller using flow charts and state diagrams.

Control loop

[s the combination of the controlled system and the controller with a closed chain of
action.

Energy plant management system

The element of a building energy management system focussing specifically on
scheduling of the heating and/or cooling plant refers to the energy plant management
system.
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Glossary of terms (continued)

Final energy

Final energy is the generic term for the energy in the form of fuel or electricity from a
grid converted by the heating and/or cooling plant into useful energy for the end user.
[t includes the auxiliary energy and electrical consumption of the individual components
in the plant.

Functional tests

Refers to the rudimentary functional performance testing done with the individual
components and the entire system during the commissioning phase and conventional
controller development phase.

Grid-supportive operation

Grid-supportive or grid-reactive operation means the economically optimal
scheduling of a heating and/or cooling plant with respect to a variable electricity price
reflecting the grid’s status in terms of consumption and generation profiles, grid
congestion, and utilisation of grid connectivity.

Grey-box modelling

Is a modelling methodology to program HVAC models by combining a physics based
mathematical structure and data based curve fits.

Internal control logic

The control logic programmed on embedded controllers inside the components to
improve their performance under part-load operation or for their operational safety is
defined as internal control logic. The controller is set at default-values and is not
accessible to end user in most cases.

Manipulated variable

The manipulated variable or control signal is the output of the controller and input of
the controlled system to influence the value of the controlled variable.

Mixed integer nonlinear problem

Refers to a special class of optimisation problems where the objective function and/or
constraint equations are twice differentiable in the decision variables which are either
real or integer values.

Model based control

An open-loop control algorithm that uses the output of the controlled system’s
simulation model to generate a manipulated variable is defined as model based control.
This type of control is typically used in reactive control since the controlled system lacks
any elements (e.g. storages) that can be predictively controlled.
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Glossary of terms (continued)

Model predictive control

Model predictive control is an optimal feedback control technique that is based on the
repeated solution of an open-loop optimal control problem where at each sampling
instance an optimisation problem is solved to predict and optimise the system'’s future
behaviour and only the first control action is implemented at the real process. At next
instance the horizon is adjusted and the entire process is repeated. See also “Optimal
control”.

Optimal control

With reference to dynamic systems, optimal control is the application of mathematical
algorithms to find a control law for the system such that an optimal criterion is achieved
under the restriction of constraints on that system. The policy for developing the optimal
controller could be open-loop or a closed feedback loop and may include estimation of
the system states too.

Outdoor coil

The outdoor coil is a dry-cooled electric fan recooler acting as both heat sink and heat
source for the thermal chiller and heat pump respectively.

Process variable

Process variables are the typical physical parameters in an industrial plant that are
monitored during operation and describe the status of the plant e.g. circuit temperatures
or volume flows.

Simple levelised cost of energy

The simple levelised cost of energy is a version of the popular metric “levelised cost of
energy” and is applied to calculate cost of useful energy based only on the consumption-
related costs of final energy over the duration of the monitoring campaign. The capital-
related costs, operation-related costs, other costs, and discount rate factors over the
long-term life of the plant are not included in the scope of this work.

Supervisory controller

The modern definition of a supervisory controller replaces the older version of human
supervised controller and outlines an automation-based system within the building
automation and control system facilitating the automatic control of a plant on the field
level.

Switching point

In control of heating or cooling plants with multiple components, the operation mode
can be switched from one component to another based on a pre-defined logic using the
switching point. Typically, the switching logic is based on ambient temperature and
referred to as bivalent operation using the bivalency point.
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Glossary of terms (continued)

System state

A dynamic process variable that characterises a dynamic system by predicting its
evolution over time through solution of differential equations is defined as a system
state. For instance, temperature of a storage tank or state of charge in a battery.

Trigeneration systems

Trigeneration systems or combined cooling, heating, and power systems are
technically an extension of cogeneration systems wherein the waste heat of cogeneration
is used to produce cooling in thermal chillers.

Useful energy

Useful energy is the generic term referring to the energy required by the end user for
satisfying the electricity, heating, cooling, and air conditioning requirements.
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1-Introduction

1 Introduction

“Fridays for Future” and “Coal Exit Commission” are a few recent developments
amongst a long-standing list of projects, which are helping to accelerate the “Energy
Transition” in Europe economically, socially, and politically. The sustainable shift to
renewables will require an integrated development of the system with coupling of the
energy, transport, and building sectors in combination with storage technologies
(BMWi, 2018; Kalz et al,, 2018; Klein et al., 2016). The far-reaching motivation of this
work is to support this shift in the buildings and districts sector by facilitating their
action as flexible prosumers (producers and consumers), intelligent storage systems, or
decentralised micro-grids. This will ensure greater adaptability to variable renewable
technologies and grid-supportive operation of building energy systems.

The latest “Energy Transition Monitoring Report” targets a decrease of 80% by 2050
in the primary energy consumption for buildings in comparison with 2008
(BMWi, 2018). Energy systems like trigeneration shown in Fig. 7-1 contribute to
reduction of primary energy use through simultaneous production of three useful
energies in buildings (electricity, heating, and cooling) from a single fuel source using
high efficiency conversion devices (Angrisani et al., 2016; Liu et al., 2014). Additionally,
they offer the technical flexibility for aligning local power generation and demand,
thereby achieving a good building performance and integration of variable renewable
energies. However, most of the installed systems are conventionally operated and do not
effectively contribute to the above targets (EBC-IEA, 2016).

|| —» Model predictive control [

: I
| 4
: i I
! e vy |
| ! l |
| i + | .
1 | .
Grid : Electric i Electrical
I
! chillers : 102
! 1
| v
! 1
' |cogeneration| |Electri Thermal B [ coo1ing
ectric erma i
PV > . , —» thermal [(*
! unit heaters chillers | load
I storage | |
; ! i
1
! Hot ! Tont]
: eatin
Fuel > Boilers » thermal Ly 9
! I load
! storage !
: | Useful
: Representative trigeneration system !
______________________________________________________ energy

— P, (kW) P, (kW) --- Data — Fuel

Fig. 1-1 Schematic representation of a building trigeneration system and MPC for its optimal operation
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Applying optimisation algorithms for the operation of a decentralised trigeneration
system has shown promising results for their energy-efficient, sector-coupled
(power-to-heat or gas-to-electricity) and grid-reactive scheduling (Al Moussawi et al.,
2016; Andiappan, 2017; Cho et al., 2014; Gu et al, 2014; Jradi and Riffat, 2014).
Researchers have quantified potential economic benefits of 29% (Cho et al., 2009b),
8.5% (Chandan et al.,, 2012), 9.5% to 26% (Kim and Edgar, 2014), 49% to 84% (P. Liu et
al., 2013) and 8% to 100% (Facci et al.,, 2014) by applying optimal control instead of
conventional control to a wide range of stand-alone trigeneration systems or to
micro-grids utilising trigeneration systems. Also, a reduction of 50% in thermal energy
wastage of a residential PV-trigeneration system (Liu et al,, 2014) and upto 24% in
primary energy consumption and CO2 emissions of a large-scale trigeneration plant
(Ortiga et al., 2013) is reported.

However, a common consensus in the research community regarding gaps in the
status of optimum operation of micro-scale trigeneration systems available on the
market is the lack of demonstration projects using advanced controllers like
model predictive control (MPC) (Cho etal., 2014; Dagdougui et al., 2012; Jradi and Riffat,
2014; Rong and Su, 2017; Wang and Ma, 2008). The core motivation of this dissertation
is to overcome the corresponding challenges identified in the literature namely:

elack of experimentally validated models that can simulate the wide range of nonlinear
operating conditions of such systems with sufficient accuracy and are yet simple
enough for application in MPC,

edevelopment and demonstration of a control architecture that combines an optimal
controller with a standard building automation and control (BAC) system.

What is the contribution of this work? Based on existing theoretical and practical
approaches in building technologies, an energy plant management system (EPMS) using
MPC with novel component models and constraint formulations is developed and
demonstrated. Additionally, a qualitative and quantitative comparison with
conventional control in an experimental set-up is done. The scientific and engineering
results should aid mathematical algorithm developers in providing practically relevant
solutions and system designers in deciding the type of control strategy for a green-field
or retrofit scenario.
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The structure of the dissertation is shown in Fig. 1-2.

Part A

Technical
background

Part B

MPC B
development

Part C

Real-world [T
demonstration

Part D
Summary

Fig. 1-2 Structure of dissertation
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2  State-of-Art and Scope

In this chapter, the state-of-art for trigeneration systems in terms of technologies used,
their conventional control strategies, optimisation techniques, and component models is
presented and the scope of this work is formulated. The results of a detailed literature
research are distributed into three sections. The first section reviews the potential of
trigeneration systems as key solutions for energy transition in the building heating and
cooling sector and the need for their optimal control. In the second section, the
application of mathematical algorithms either for their synthesis, their sizing, or their
operation are described. Finally, an analysis of existing models for components of a
trigeneration system is given.

2.1 Trigeneration systems

Trigeneration or combined cooling, heating, and power (CCHP) systems typically
generate electricity, useful heating, and cooling simultaneously from a single fuel source.
Here, the thermal or electrical/mechanical energy from the cogeneration or combined
heating and power (CHP) process is used further to produce cooling for processes or
spaces by installing thermal chillers, electric chillers or both. Traditionally, only
cogeneration systems were used in industries but since the early 1980s, various chillers
have been integrated to form a trigeneration system for municipal cooling and heating.
More recently, with advent of decentralisation and micro-grids, building level systems
have gained attention especially in hotels, hospitals, shopping malls, restaurants, food
storage, server rooms, and multi-residential dwellings and communities.

The energy (electricity and thermal) requirement of the building sector (residential,
public, and commercial) in [EA countries, is approximately 32% of total final energy
demand (Al Moussawi et al.,, 2016). Considering this existing high energy requirement
and projected worldwide increase especially in warmer, but economically developing
countries it is apparent that energy efficient and environment friendly innovative
systems like trigeneration will play an important role in a sustainable low-carbon energy
future. Their potential also derives from the fact that many countries already have
policies supporting the installation of CHP systems for example, the combined heat and
power act in Germany or the European emissions trading scheme (BMWi, 2018). In the
context of the German energy system, it is reported that in addition to facilitating
development of micro-grids in the future, CCHP systems also have a potential of covering
41% to 53% of the total cooling demand in industries and 15% in buildings using process
waste heat or CHP waste heat (Heinrich et al., 2014).

Comprehensive information regarding the basics of trigeneration technologies,
system configurations, performance evaluation metrics and policies supporting their
growth are available in the reviews of Jradi, Liu, Murugan and Wu (Jradi and Riffat, 2014;
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Liu et al., 2014; Murugan and Horak, 2016; Wu and Wang, 2006). In Fig. 2-1 a summary
of these works with respect to the CCHP benefits is shown.

Decentralised energy supply: Advanced trigeneration systems can be deployed as on-
site power plants in a decentralised energy set-up with the following benefits:

epossibility to form micro-grids where they interact with the main grid to provide
demand response or peak-shaving services while satisfying the local electrical and
thermal loads,

eimproved capability for integration of local renewable energy sources,

eavoiding transmission and distribution losses of a centralised grid and external risks
to security of supply by using smaller, flexible, and dispersed systems,

eincreasing reliability of energy supply since decentralised CCHP systems can run
multiple fuel types and support the central grid during power cuts,

eproviding alternative options for challenging locations with power shortages or no
connection to the central grid especially when they also have cooling and/or heating
loads.

Overall system efficiency: Since an energy cascade is developed with multiple useful
energy carriers, lesser primary energy is needed for obtaining the same amount of
electricity and thermal output in comparison to conventional separate production. This
is represented in different criteria in the literature, for example, primary energy savings
ratio, fuel energy savings ratio, trigeneration primary energy saving, and energy
utilisation factor (Cho et al.,, 2014). Consequently, the energy efficiency is also improved
compared to conventional methods, where electricity from large-scale central power
plants is used separately to satisfy the electric lighting and chiller requirements and
boilers are used for thermal loads.

Reduced emissions: A reduction of greenhouse gas emissions is estimated in cases
where modern prime mover technologies, like fuel cells and micro-turbines are
combined with thermal chillers and penetration of renewable energy systems is
supported.

Higher flexibility: Due to different permutations and combinations of technologies
available for synthesising a CCHP plant, designers of such systems have the flexibility to
develop industry or building specific solutions. A greater flexibility in operation is also
possible because modern day technologies like micro-turbines and thermal chillers have
reliable internal controllers to modulate their outputs, thereby allowing grid-supportive
operation of such systems. Trigeneration systems facilitate installation of larger CHPs
and their prolonged operation by using excess heat (especially in summer months).
This enhances the flexible operation of the systems all-year round.

Lower operational costs: When correctly designed and operated, CCHP systems that
couple various energy sectors for application in scenarios with permanent electrical,
heating, and cooling loads lead to lower operational costs.
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Decentralised energy supply

Higher overall system efficiency

Reduced emissions

Higher flexibility

Trigeneration
benefits

Lower operational costs

Fig. 2-1 Summary of trigeneration system benefits

This work is meant to provide the tools for exploiting the higher flexibility of
trigeneration systems and support their deployment in a decentralised set-up. Through
economic scheduling, reduction in consumption-related costs (e.g. energy costs) should
be expected.

2.2 Classification of trigeneration systems

Trigeneration systems can be usually classified into five categories depending on:
the type of cogeneration unit, type of chiller, type of storage, type of back-up systems,
and size of the plant!, as shown in Fig. 2-2 (no particular order). A recent review paper
provides further insight into the topic of classification of trigeneration systems and the
features of the different types of technologies (Al Moussawi et al., 2016). The following
section highlights a few of these aspects.

Trigeneration
systems
\
[ I [ ] ]
Prime Chillers Storage Back-up Sizes
mover
. . Micro
7Combu§tlon — Absorption |1 Thermal — Boilers - *
engine (1-15 kW)
Gas . Electro- Heating Small
= . | Adsorption H . — .
chemical 1 N
turbine 1 colls (16-50 kW)
Steam oy e . . |[Electricity .
1 turbine —Dehumidifier| -Mechanical grid | Medium
(51-2000 kw,,)
] Stlr}lng | Electric Large
engine L]
(> 2 MWel)
= Fuel '{ Mechanical
cells

Fig. 2-2 An example of trigeneration system classification (technologies in this work are highlighted)

1 The scope of this work considers trigeneration systems based typically on a cogeneration unit. Definition in glossary of
terms

6




2-State-of-Art and Scope

Prime mover: It is the most basic element of a CCHP plant and can be defined as a
machine that transforms energy from thermal, electrical or pressure form to mechanical
form. This could either be a combustion-based engine or turbine whose motion is
coupled to a generator for producing electricity or an electro-chemical energy
conversion device like fuel cell. The underlying technology for combustion engines and
turbines is very mature and modern systems like Stirling engines, solid oxide fuel cells,
and polymer electrolyte fuel cells are slowly penetrating the CHP market. Any of these
options can be chosen to meet diverse demands and limitations depending on the
application scenario. This is especially true for cases with restrictions on regional
emissions, noise regulations, or installation procedure. Gas turbines and steam turbines
systems ranging from several hundred kilowatts to several hundred megawatts have
been in operation in industries and other commercial applications for several decades.
Recently, micro-turbines ranging from 30 to 400 kWe and combustion engines ranging
from 5 to 20 kWe are serving building applications. Discussions based on theoretical and
experimental analysis of trigeneration systems with different prime movers from an
energetic, exergetic, economic, environmental or integrated point of view can be found
in the literature (Jradi and Riffat, 2014; Liu et al.,, 2014).

Chillers: CCHP systems have either thermally, electrically, or mechanically driven
chillers. Thermally driven chillers are principally used in trigeneration systems but
sometimes mass-produced electric chillers are also installed as peak load components to
reduce the initial investment costs of the system and to achieve a higher electrical cooling
to cool load ratio (Angrisani et al., 2012; M. Liu et al., 2013). Most electric chillers are
based on the vapour-compression cycle and can be operated as reversible heat pumps.
The main types of thermally driven chillers are closed cycle-absorption or adsorption
based and open cycle-desiccant dehumidifiers. The choice of the chillers primarily
depends on the temperature range of the driving heat. Absorption chillers using high-
temperature waste heat from combustion turbines are the most established in industry.
However, in the past decade, adsorption chillers are gaining much attention due to their
ability to use low-temperature driving heat and using only water as the refrigerant.
Adsorption working pairs like silica gel-water, zeolite-water, and activated
carbon-methanol with ca. 15 kW cooling capacity are available on the market. They can
use the low-temperature driving heat (60 to 90 °C) from micro-scale CHPs or rooftop
solar thermal systems and are practical for smaller buildings. In addition, the typical
chilled water output temperature of adsorption chillers is between 12 to 16 °C and can
be used effectively in HVAC systems like thermally activated building systems (TABS) or
radiant floor cooling. Further information on the working principle and operating
characteristics of these chillers is available in the literature (Chua et al., 2013; Nufiez,
2010; Zhai and Wang, 2009).

Storage: Thermal or electrical storages are integrated in CCHP plants to balance
production-demand mismatches, extend operational hours of a CHP and aid in reducing
CO2 emissions. Depending upon the application and load-scenario, the storages could be
thermal, electro-chemical, or mechanical. In building technologies, the most common are
water storage tanks and in micro-grids stationary battery packs are used as

7
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electro-chemical storages. In the near future, a greater number of electric vehicles may
also be integrated into micro-grids for use as storage systems. It has been shown that
storage provides an additional degree of freedom in optimal scheduling problems and
helps alleviate the negative effects of variability in energy demands and fluctuating
renewable energy generation (Cole et al., 2012; Zhao et al., 2015).

Back-up technology: Another classification of CCHPs is the type of back-up used to
cover the peak electrical or thermal loads. Peak cooling loads are satisfied by installing
conventional chillers and peak heating loads are generally covered with back-up boilers
or electric heating coils. Back-up systems are either connected to the storage tanks or
directly influence the feed-line temperatures of the HVAC distribution circuit. Excess
electrical loads are mostly satisfied by purchasing electricity from the local grid.

Sizes (scales): CCHP systems are installed in different sizes (capacities).
The nomenclature for their size-based classification varies in different parts of the world
but in the German context, micro-scale systems are between 1-15 kWe|, small-scale are
16-50 kW, medium-scale are 51-2000 kWe, and bigger capacities are considered
large-scale (Seifert, 2013). Micro-scale and small-scale systems together are sometimes
called mini-scale and are estimated to reach a production of ca. 3 TWhe per annum by
2030 in Germany (Seifert et al, 2015). CCHP systems are frequently deployed in
medium-scale applications in small industries and commercial complexes with gas
turbines or engines as prime movers and absorption based thermal chillers. Large-scale
systems are ideal for bigger industries or university campuses and residential districts.
However, in the past decade small-scale and micro-scale systems have attracted
considerable interest especially in terms of grid flexibility and demand side management
for buildings having less cooling load. Combustion engines and fuel cells are typical
prime movers in this scale. The intersection technology between novel decentralised
energy systems (on-site renewable energy systems) and conventional CCHP (large-scale
centralized cogeneration units) mostly lies in the range of relatively small capacity
distributed CCHP units with advanced prime mover and thermally activated
technologies.

Designers or planners of such plants meticulously select the type of technologies and
size of components based on various factors like fuel available at the location, load and
temperature profiles of the HVAC distribution components, subsidiary policies etc.
A standard procedure for sizing the components is based on the load duration curve and
type of operation modes such as monovalent or bivalent operation. In monovalent
operation, a single component provides the required thermal energy in all possible
operating states. In bivalent operation, either two or more components cover the entire
thermal load in alternative modes or by running in parallel.

2.3 Conventional control of trigeneration systems

For any application scenario and configuration of the trigeneration system, the
operation strategy is a critical factor governing the system’s overall performance.
Typical control strategies in the building sector are shown in Fig 2-3
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The two main types of configurations are the full load matching (FLM) and the base load
matching (BLM). The selection is done during the planning phase of the system because
this influences the size of the CHP unit. Based on the type of configuration the two main
control strategies are the following electrical load (FEL) and following thermal load
(FTL) modes.

FLM-FEL strategy: The CHP is designed and operated such that it generates all the
electricity needed to satisfy the electrical demand of the building, including that of the
compression chiller and other auxiliary equipment. The waste heat is used to satisfy all
or part of the building’s thermal load or is used to drive a thermal chiller. If necessary,
the peak heating loads are satisfied with a back-up boiler that is typically controlled
using a hysteresis dead-band controller to maintain a set tank-temperature. In contrast,
excess heat is discarded to the environment through cooling towers or open-air cooling
tanks. This control strategy is mostly applied in island systems since no connection to
the grid is mandatory and is sometimes called electrical demand management.




1)8
99€0SYTESERSY JoquINN 9SUadIT ‘STOZ ‘T Ue[ ‘eapeq ae[0dIN Aq ,SWISAS-0.DI] paulquio), ‘yooga Jagdurids :aanme)N Jofurids woay uoissturiad Aq paydepe/pajuriday;

3IOM ST} UI PaIISJaS TLA-WTH YHM “TUOREINSJU0I WISISAS U0 PISEq WdISAS JH ). BJO SIIEIILLIS [0.U0I [EUOLUIAUOI [eIIAA] £-7 FL]

i o)=lex i SPBISIS T T T T ' ! _ obeI03sS '
I r: < IoTTOog | ! < IoTTOgd 4!
|| butyesy |I Tewrsyl J0H ¥ TeuwrSy3 30H He
4 : A ;
| ¥ ¥ b
1 (| ' 1 D
! ¥ ' (.
1 [ 1.
'—peor i1 [ obexo3s TSTL 140 TTan = SEeI03S TSTL IO TTun :m
: Nl i S ;
“ putTo0D jﬂmﬁwgu PTeO TEWISUL UOTIRIDUSH0D) L I [[BWISY3 PTOD TeWISYL UOT3RISUShO) m ; w
! : i Y Lt ' A i
m X TSI x m m TSI mm
1! !
! e OTI109TH it - OTI309TH HE
! ¥ SO § ¥ ¥ P '3
'~ preoT o ! i PEOT o 1 i
(el @ ) [l & [
1ot oo i . PiL_I309TA iy | =
m M|
TIIooT PP LoD T I T I I T I T ...H.._ I
[ ! obexoqs 1 2belo]s !
! peoT ! 3 o m 3 « P— m i =
| butyesy i TewrIsy3 30H i L [BULSUR 30H e
1 1 L [ 1 A 1
i i Vi V! hE
1 1! 1 [ )
_ b y i L i !
I £ 11 1
f - PEOT SbBI03S IETTHEE 3Tun vopesT ) m obeI03s TOTTIU0 JTan “mm
M 1 (]
| buTTooD |}, [Tewxsyl pTod TEWISUL uoT3eISUSbOD) i || HuTTOOD ___. I reureya pToD TeuIsyL uoTyeIsUSbOy |!i m
' N / vt . D! y =
“ ¥ TSTTTUO o ! TSTTTD 12
1 . 1 ;
m o PDTI3OSTH 3 ! ! | OTI109TH i =
S 1 o 1
| peoT | “ i i [ pEoT | ' Vi m
| t & prao | i it b
L SIAOSTH | | I R ARG e i
||||||||| - L VT TE T T T TS cTTTTTET T s T E T s s E !

adoog pue 11y-Jo-a3e1S-7



2-State-of-Art and Scope

BLM-FEL strategy: Unlike the previous strategy, here the CHP is designed and operated
to cover only a part of the entire electrical load and the remaining is covered through
back-up systems. In this control strategy, the CHP operates more often under full-load
conditions as it covers the base load. The heating and cooling loads are satisfied by the
CHP and back-up boilers operating either in parallel or alternatively. In current
developments, this strategy integrates PV or other renewable systems in combination
with battery storages as back-up for electrical loads forming the platform for a micro-
grid.

FLM-FTL strategy: Under this operating strategy, the CHP alone satisfies the building’s
complete heating load including the driving heat requirement of the thermal chillers.
Accordingly, the chillers can completely satisfy the cooling load. Thus, the CCHP system
is self-sufficient in terms of the thermal demand and the electricity demand is satisfied
either completely or partly by the cogeneration unit. Excess electricity is ingested back
into the grid or shortage of electricity is bought from the grid. This option might not be
available in all scenarios and accordingly other arrangements like battery storages are
made. Since the focus of this strategy is on thermal loads it is also sometimes called the
thermal demand management.

BLM-FTL strategy: Contrary to the previous control strategy, here the CHP satisfies
only a part of the entire heating load and the remaining is covered by back-up systems
like boilers or heating coils. Sometimes in modern micro-grids, a reversible heat pump is
installed as back-up system to increase the system'’s flexibility for interaction with the
grid. Most conventional CCHP systems in buildings are operated using this strategy as
various operating modes are possible.

The BLM-FTL is chosen as the conventional control strategy in this work and is
compared with the optimal controller. It is often deployed in standard plants and gives
the possibility to analyse the operation of a CCHP system that uses different types of
components. The components are operated alternatively due to the type of hydraulic
connections in the lab that limit the operation of all heating (cooling) components
simultaneously (Further details in Section 4.1 and Appendix B.4).

A comprehensive explanation of the conventional design process and control
strategies is given in the works of Badea et al. (Badea, 2014). These conventional
strategies may not produce the best possible operation of the system and can lead to
considerable wastage of energy (M. Liu et al.,, 2013; P. Liu et al., 2013). Economically
optimal conditions are dependent not only on the load demand but also on fuel prices
and electricity prices. Additionally, information on the weather forecasts or predictive
usage of storage capacities should be included in a system-wide control strategy
(Cho et al,, 2014). Thus, optimal operation strategy of a CCHP could be effective when it
uses mathematical models and optimisation techniques, with the objective of minimising
costs, energy consumption, and/or emissions.

11
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2.4  Optimisation of trigeneration systems

In recent years the focus of the research community working with trigeneration
systems has shifted from experimental analysis of such systems and their components
to the optimisation of these systems (Andiappan, 2017; P. Liu et al., 2013; Rong and Su,
2017). Mathematical algorithms are applied in optimisation of trigeneration systems
mainly in the following three scenarios (Andiappan, 2017):

Synthesis of the system: For selection of the different technologies in the plant. To plan
and configure a CCHP system especially in a micro-grid is extremely complex because of
the various factors affecting its techno-commercial performance such as demand for
multiple energies, operating strategies, efficiencies of components and variations in fuel
and electricity prices. Often linear optimisation problems using investment costs,
regulatory policies and multiple energy balancing capabilities are solved at this level.

Design of the system: Further technical details such as component sizes and
operational limits are considered and minimisation of investment and operational costs,
energy usage, and/or net emissions is targeted.

Real-time operation: This involves the scheduling of the components and calculating
the optimal set-points for circuit temperatures or volume flows of the plant equipment.

The optimisation of a plant’s real-time operation is highly relevant from an
engineering implementation perspective. A direct comparison with conventional control
of a predesigned plant using standard industrial components is possible and the
potential gains of an optimal controller like MPC in a retrofit scenario can be assessed.
Furthermore, the adaptation of results from a retrofit scenario to a green-field scenario
can be a more practical approach. Hence, the emphasis in this work is on development
and demonstration of MPC for economic scheduling of a trigeneration plant.

The state-of-art in this field was established though a sophisticated analysis of the
literature published between 2005 to 2020. The focus was on the field of MPC for
building energy plants, optimisation of trigeneration systems, optimal scheduling, or
economic dispatch of energy systems. The results of this analysis are presented in the
radar-chartin Fig. 2-4and the complete table with the literature for this analysis is in the
Appendix A.
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Fig. 2-4 Analysis of the literature available on optimisation for operation of trigeneration systems
(33 references out of a total 133 references matched the analysis criteria for further investigation)

Majority of the work in operation optimisation or optimal control of trigeneration
systems is performed in a simulation environment. The focus of the simulation studies is
to demonstrate the theoretical potential of optimal control for stand-alone or grid-
connected CCHP systems. Mixed integer linear problems (MILP) or other optimisation
algorithms like genetic algorithms and quadratic programming are often used for this
purpose. These methods are suitable for studies limited to simulation because tracking
the exact interactions between components and their performance curves, which are
often nonlinear, are not as critical as when working with real components. Also, a well
formulated MILP and quadratic programming problem often reaches a global optimum
owing to convexity of linear constraints and can be solved with extremely fast and
effective commercially available software (Urbanucci, 2018). The need to simplify the
optimisation problem for these complex systems is reflected in the number of studies
using no storage tanks or mixed storage tanks. Due to the popularity of medium-scale
and large-scale CCHPs more studies are done with such systems and they typically
deploy absorption-based chillers and/or electric chillers.

On the other hand, a less tackled field of research is the experimental demonstration
of optimal control or MPC based strategies for building energy source side (scheduling)
in comparison to control of distribution equipment (Bruni et al., 2015). This gap is also
identified in works that establish the need for a real-time supervisory controller using
optimisation in conjunction with MPC (Jradi and Riffat, 2014; Rong and Su, 2017).
Resulting from the lack of experimental demonstrations there are fewer studies with
mixed integer nonlinear problems (MINLP) and stratified tank models. These would be
otherwise consequential to represent the nonlinear dynamics of the components and
tracking the temperature distribution of the stratified storage tank which is often a
system-state or a decision variable of the optimisation problem (Urbanucci, 2018).
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The deployment of micro-scale and small-scale CCHPs in micro-grids and zero energy
buildings is a relatively new concept with fewer research projects and ensuing from this,
is the absence of research on adsorption chillers as their efficiency and applicability is
primarily established only on these scales (Zhai and Wang, 2009).

2.5 Modelling of trigeneration systems

Mathematical models of the components form the corner stone of the MPC framework.
Accuracy (model value) and complexity (model cost) are two of their most important
traits and a correct balance has to be found between these traits. As stated in the
literature, this is often a field of science in its own right and the decision on the
complexity of the model must be made by the developers based on the intended
application scenario of the models (Trcka and Hensen, 2010; Whiten, 2013). 4 rise in
complexity must justify the value of the model as it increases the cost of the model.

Literature research of existing models was done with a special focus on the main
components in this work. These are a silica gel-water adsorption chiller (AdC), a fuel oil
combined heating and power unit (CHP), fan based dry-cooled outdoor coil (OC),
air-water-electric reversible heat pump (RHP), and water based hot and cold thermal
energy storages (HTES/CTES). The primary search was for models already applied in the
field of optimisation of trigeneration systems and this was done using keywords such as
“Optimisation of Trigeneration/CCHP”, “CCHP Models”, and “CCHP/Trigeneration MPC".
For components like AdC and OC further investigation was necessary due to lack of
models with the above keywords and specific keywords such as “Models for HVAC
simulation and control”, “Adsorption chiller models”, and “Cooling tower models” were
used. The key online searches were done using Mendeley, Science Direct, and Google
Scholar. Some of the models were part of published libraries or software packages such
as TRNSYS, EnergyPlus, HVACSIM+, or Modelica Building Systems.

A selected cross-section of papers is shown in 7able 2-1 where the models are sorted
according to different factors for identifying approaches that could be adapted in this
work.

Firstly, the technology of the component used in the study is identified. The models
are then classified based on their methodology and class. Both linear and nonlinear
models as ordinary differential equations (ODE) or differential algebraic equations
(DAE) with varying level of details and applications are found in the literature.

Another important classification is between scientific law based (e.g. physics or
chemistry) white-box models, data driven black-box models or a mixture of both as
grey-box models. These are summarised in Fjg. 2-5. In white-box or forward approach,
the relationships between model input, output, and parameters are derived using laws
of physics or chemistry and a detailed calculation of the thermodynamic or
electro-chemical processes for individual parts of a machine is done. In black-box or
inverse approach, large sets of system performance data under varying operational
modes or special tests are evaluated to establish input-output relationships.

14



2-State-of-Art and Scope

In grey-box modelling, either the first law of thermodynamics and the principle of mass
and energy balance are applied for developing the mathematical structure of the models
and any missing variables are quantified through data fitting methods, or a black-box
model frame is used and mathematical constraints are placed on model parameters and
variables (Sohlberg, 2003).

Grey-box methodology is a compromise between white-box models and black-box
models and can provide good generalisation capabilities while maintaining a high level
of accuracy (Afram and Janabi-Sharifi, 2015a; Bohlin, 1994). These models are also
robust to disturbances, have auto-tuning capabilities, and need fewer assumptions to
set-up. This is an advantage over data-driven algorithms like artificial neural networks
for developing black-box models, showing promising results but having limitations on
generalisation capabilities and less robustness to disturbances (Afram and Janabi-
Sharifi, 2015b).

Further in 7able 2-1, the main outputs of the model are identified and compared with
the outputs necessary for MPC based scheduling of the trigeneration system in this work.
The size (scope) and complexity of the model is expressed in terms of the system states,
parameters, and number of curve fits needed to simulate the component and its
interactions (Trcka and Hensen, 2010). Finally, the models are analysed for their
application e.g. for real-time optimal control or in-depth component level simulation by
studying the model objective and validation status.

* Applying only fundamental laws and
assumptions

* Higher complexity (lower stability)
*No possibility for auto-tuning

White-box

* Physics-based methods + parameter
estimation techniques

e Medium complexity (medium stability)
* Possibilty for auto-tuning

eralisation +
BT OT10TpaIg -

* Low complexity (high stability)

Black-box * Possibility for auto-tuning (with
large training data)

Fig 2-5 Classes in HVAC modelling

For the AdC, simulation models were already developed in the 1980s and their
modifications have been used recently. The focus of these models is to simulate the
machine’s performance for varying inlet temperatures or varying switching and cycle
times. The newer studies include the internal controllers responsible for switching the
adsorption-desorption cycles between two chambers for continuous cooling operation.
These models display the periodic behaviour of the AdC and are quantitatively validated.
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The theoretical approach of these models is to use the linear driving force (LDF) kinetic
equation for the adsorption-desorption rate, modelling of heat exchangers and
thermodynamic mass and energy balance. Simplified models using linear energy balance
or curve fits for the coefficient of performance (COP) as a function of the part-load ratio
have also been developed recently. These are specifically for the purpose of system-wide
optimal control of trigeneration systems using AdCs.

For the CHP, simulation models for different technologies such as gas turbines or
combustion engines applied in optimal control studies are available. These are mostly
static black-box or grey -box models. A few dynamic models also exist that either use a
step-response analysis or do an energy conversion and heat transfer calculation from the
fuel to the engine block and then cooling system. In most cases, only a visual validation
of these models is available under the assumption that visual accuracy is sufficient for
application in MPC.

For the OC, which is principally a dry-cooling tower with variable-speed fan motors,
validated simulation models exist in the literature. Based mostly on the Merkel’s theory,
the recent models also use the number of transfer unit - effectiveness method that is
analogous to heat exchanger modelling. These models are static and highly nonlinear.
In combination with the fan laws, the power consumption of the fan motors is also
calculated.

For the RHP, static grey-box and black-box models are often applied in optimal control
problems. A few dynamic models employing mass and energy balance over the internal
components of a vapour-compression chiller (evaporator, condenser, expansion valve,
and compressor) are used for detailed simulation of the transient behaviour of the
machine and its part-load operation. Most of the validated models calculate the cooling
power, power input and circuit temperatures.

For the HTES/CTES, 1-dimensional and 2-dimensional stratified tank models are
available with different levels of accuracy and complexity. The application of these
models is mostly in simulation of building HVAC systems to depict the temperature
distribution in the tanks. For application in optimisation problems a mixed tank model
is often used as observed in the previous sections (cf£ Fig. 2-4)
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2-State-of-Art and Scope

2.6 Summary and outlook

The review of scientific journals, project reports, and brochures in this chapter
concluded that trigeneration systems are capable of: (a) facilitating the development of
micro-grids, (b) covering a major part of the cooling requirement, and (c) reducing
primary energy consumption. Additionally, theoretical studies in the field of optimal
control of these systems presented a high potential for their economic and energy
efficient operation. Despite that, the experimental demonstration and comparison of
optimal control with conventional control for scheduling of CCHPs using standard
industrial components and practices were identified as gaps in this field of research. This
was noticed especially for micro-scale systems deploying stratified tanks and adsorption
chillers.

Analysis of previous literature also revealed the multitude of existing models that
were classified as per their methodologies, complexity, and objectives. With this regard,
the shortlisted literature is analysed further in this dissertation to filter out the best
approaches for developing control-oriented component models.

The scope of this work is fixed within the vast field of HVAC systems research to the
development and demonstration of an MPC based supervisory controller for the
generation side of a building HVAC system, also referred to as optimal scheduling of the
primary HVAC equipment. The emphasis being on engineering-oriented methodologies
that support generalisation and execution in practice while facilitating a closest-possible
comparison to conventional control techniques.

However, before proceeding further with developing and implementing the MPC
within the building automation and control system, the basic concepts of these tools and
technologies are clarified in the next chapter.

22



3-MPC in Building Automation and Control

3 MPC in Building Automation and Control

The need for practical implementation of MPC for scheduling of CCHPs was recognised
in the previous chapter. MPC is a collection of control techniques that merge optimisation
tools, forecast data, and physical constraints. The different factors affecting its
performance as a supervisory controller in a building automation and control system are
studied in this chapter. The sought-after characteristics of control-oriented models in
real-world applications are highlighted and mathematical concepts used in this work are
introduced. The theoretical explanation is based on textbook material, technical
standards, and scientific publications on optimal control and numerical optimisation.

3.1 Building automation and control

The central management, monitoring, and optimisation of building technology for
achieving a well-matched interaction of the architecture, HVAC equipment, indoor
comfort, and safety is described as building automation and control (BAC).
Complex interactions of electrical and mechanical plants in large non-residential
buildings are commonly monitored and controlled using BAC systems for improving the
building performance and energy efficiency. In standard practice, the BAC system is
divided into three levels (as seen in Fig. 3-7) with different equipment at each level and
industrial communication protocols for data transfer between them.
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Fig. 3-1 Three levels of a hierarchical BAC system: (1) Management level, (2) Automation level, and (3)
Field level’

1Reprinted/adapted by permission from Siemens Schweiz AG, Building Technologies Division: HLK-Grundlagen
Broschiiren/Seminare, “Introduction to Building Technology”, 2016
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(1) Management level: A central computer is used for monitoring and synchronising
the operation of the lower levels and in some cases coordination with management level
of other plants. It runs a supervisory controller, which typically, provides set-points to
the lower level controller and switches plant groups following a scheduling program.
The scheduling program could be either a rule-based method, a performance map-based
method, or an optimal control approach that yields reduction in energy consumption
while simultaneously tracking thermal comfort. Exchange of data/information with third
party systems, e.g. cloud-based databases, also occurs on the management level.

(2) Automation level: Open and closed loop controllers operate the plant at set-points
received from the management level. These lower level controllers can operate the plant
independently using conventional control strategies if the supervisory controller fails. In
addition to measurement and control, the other tasks for automation are switching,
visualisation, counting, and monitoring. Typical hardware on this level is a
programmable logic controller (PLC), modular input/output devices (I/O modules),
relay switches, potentiometers, and electrical safety components amongst others.
These are normally located in the control panel of the plant that is easily accessible to
the operator. Binary signals are processed and transmitted to the management level
directly, while analogue signals are converted into digital signals before transmission.

(3) Field level: The process variables (temperatures, volume flow etc.) are measured
via sensors, while the positioning of valves, dampers, and switching of components is
completed via actuators. The sensor data are transmitted to the automation level as
feedback signal to indicate the status of the system including monitoring equipment.
At the field level, it is possible to control individual zones of a building using equipment
such as radiator valves, fan coil units, mixing dampers etc.

One of the major technical challenges is establishing the BAC network for transfer of
data/information, both intra- and inter-level and with other external systems.
Principally, a system-specific data bus permits exchange either horizontally or vertically,
with each level operating with the data assigned to that level.
As per the technical standard on building automation and control VDI 3814, standard
data bus systems and communication protocols like Modbus, M-Bus or BACnet are used
for this purpose. They help in transferring data of varying complexity, in integration of
heterogeneous plants, and in central operation and monitoring. Using existing
infrastructure (LAN/WAN) and facilitating a flexible installation are both possible due
to standard communication systems. Depending on the scenario, either a single
computer combines the operation on the management or automation level or each of
these levels has a separate computer.

Optimisation based building energy management systems, are capable of operating
complex building HVAC systems over a wide range while still satisfying physical
constraints and thermal comfort (Bruni et al., 2015). When applied specifically for the
supervisory control and scheduling of the heating and/or cooling plant the energy
management system is referred to as the energy plant management system (EPMS),

24



3-MPC in Building Automation and Control

energy production plant management (EPPM), or energy production system
management (EPSM) (Figueiredo and Martins, 2010).

3.2 MPC basics

MPC is, “an on-line (process accompanying) optimisation-based control technique
that optimises a performance index or cost function over a prediction (control) horizon
by taking advantage of a dynamic nominal process model while accounting for process
constraints” (Elliott, 2008).

It originated in the late 1970s and gained popularity for application particularly in
chemical and process industries. With progress in algorithms and computing power, its
field of application has extended to robotics and energy (Elliott, 2008). The term MPC
covers control strategies that have a typical structure comprising of prediction model],
objective function, prediction horizon, and constraints. The advantages of MPC have
been summarised in the literature as follows (Afram and Janabi-Sharifi, 2014a; Camacho
and Bordons, 2007; Gu et al., 2014):

evariety of processes with dynamics ranging from simple to more complex ones can
be controlled using a similar framework,

eintegration of a system model and disturbance model allows for anticipatory control
rather than reactive control, leaving room for a wide range of operating conditions,

edepending on the scenario, multiple control objectives such as energy conservation
or reduction of control effort can be followed simultaneously due to the usage of a
cost function,

etreatment of constraints and uncertainties (weather and load forecasts) is
conceptually simple and the number of physical constraints can be extended easily
during the design process when the framework already exists,

eslow-moving processes with delays can be effectively controlled,

emultivariable cases can be handled, making it suitable for multiple-input multiple-
output systems,

eapplication in a hierarchical building automation and control is possible at both
supervisory and local levels,

eexperienced plant operators with limited exposure to control theory can still
contribute in designing and tuning the controller due to its intuitive concepts,

eimprovement in computing power and advancement of optimisation algorithms can
be exploited,

einformation on future references can be exploited more effectively compared to
conventional controllers,

eadding new constraints and parameters to an existing MPC formulation can be less
time-consuming compared to editing the control logic of an existing rule-based
reference controller,
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eit is possible to deploy MPC in both green-field and retrofit scenarios especially when
machine learning algorithms are implemented for online parameterisation of the
models and develop a generalizable controller.

On the other hand, the disadvantages or challenges faced in MPC application are listed
below:

ecomputation hardware capable of running the (often demanding) optimisation
solvers should be available,

elonger computation times especially in presence of constraints and complex process
dynamics considerably limits the type of processes to which it can be applied,

eensuring real-time operation may need excessive simplification of the numerical
problem and implementing suboptimal solutions which may not always be justified,

estability and robustness analysis of the control loop is still an active field of academic
research and the results can only be applied to very small processes,

ein case of nonstandard scenarios, computer programming and system modelling
expertise is necessary due to lack of directly applicable industrial software packages.

A block diagram for possible MPC implementation on a plant is shown in Fig 3-2.
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Fig. 3-2 Block diagram of a MPC control loop with solid arrows representing flow of input/output
information and dashed lines representing mathematical constituents of the optimiser

At a given sampling time, a process model predicts the outputs of a plant based on its
past inputs, past outputs, and future inputs over the entire prediction horizon. The
predicted output is compared to a reference trajectory generating a vector of future
errors. The optimiser uses this information to generate an optimal solution or optimal
control vector that minimises a cost function in presence of disturbances and constraints
over the prediction horizon. Only the first element for each corresponding manipulated
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variable from the entire control vector is supplied to the plant as the control signal.
The control loop repeats at sampling intervals including the time needed for solving the
algorithm. Thus, it is important to find fast solutions within a small part of the sampling
time length. The new loop uses updated measurements as past outputs and past inputs,
the optimal control vector as future inputs, and a new prediction horizon shifted by the
sampling time length. Only at the first sampling instance, the problem is initialised with
apriori initial control signals to calculate the initial states for the MPC.

The repetitive nature of the MPC loop and the logic behind its denotation as receding
horizon controlis expressed in Fig. 3-3, with,

o/ — discrete variable referring to a specific sampling instance,
e N,, — control horizon,
e N,, — prediction horizon.

The current state of the controlled variable and its predicted output under the
influence of the manipulated variable over the control and prediction horizons is seen in
both figures. For this example, an N,, equivalent to 6 time-steps and N, equivalent to 10

time-steps is taken. The reference set-point for the controlled variable is fixed at 100.

In the top figure, at instant k = 0, the MPC generates an optimal control vector
(comprising of the manipulated variable values) for 10 time-steps in the future with
values for the manipulated variable u changing for 6 time-steps before being constant
for the remaining 4 steps. The value of the manipulated variable u(k,) = 3 is applied for
the duration of one time-step i.e. the duration of one sampling instance or sampling time,
after which the above process is iterated and the horizons are shifted forward by one
sampling time as shown in the bottom figure. The new control vector in the bottom figure
is clearly different from the above figure to accommodate for disturbances, prediction
inaccuracies, or uncertainties in the system over the previous sampling time.
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Fig. 3-3 The receding horizon scheme with a displacement by one time-step in the bottom figure

The receding horizon strategy, where at each instant only the first element of the
control signal vector is applied while a new control signal is generated at the next time
instant is the main difference between MPC and open-loop optimal control. This strategy
is able to reduce a system'’s sensitivity to uncertainties and model mismatch and is often
implemented in MPC formulations. The horizons, characteristics of the objective
function, and the penalties on the errors and control actions play a significant role in any
MPC implementation. These aspects are discussed in the next sections especially in the
context of BAC.

3.3  Application of MPC in an energy plant management system (EPMS)

The application of MPC in an EPMS can be derived from the basic principle of MPC for
buildings as shown in Fig. 3-4 (Siroky etal.,, 2011). Time-varying parameters for the MPC
problem are extracted from databases, internet back-end services, or forecast models.
Energy prices are typically used in the cost function for reduction in demand-related
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costs whereas the weather and load forecasts are used by the system models.
Comfort criteria for the building users or physical aspects of the components are
formulated as constraints of the MPC problem. The models, cost function, and constraints
are formulated into an optimisation problem that generates a control signal for the
energy plant at each sampling instance. The control signal could be an optimal schedule
(on-off time series) for the energy plant’s primary components like cogeneration and
heat pumps or set-points for the secondary equipment like fan-coil speed, damper rates,
and pump speeds. The real-time weather and load requirement (occupancy, production
schedule or human influences) that physically affect the system states and could deviate
from the forecast values are referred to as disturbances. The energy plant operates for
one time-step with the latest control signal and the effect of such disturbances is
captured in the next iteration when instantaneous measurements of the system states
are sent back to the MPC loop.

Disturbances (real-time)

Time-varying MPC structure
pbarameters Weather Load
E ) Cost
nergy price function
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Fig. 3-4 MPC application in supervisory control of an energy plant.

Multiple MPC-typologies for supervisory control of a variety of processes are reported
in the literature (Serale et al., 2018). When the uncertainties are unknown but bounded
and the calculated control strategy maintains stability and performance specification for
all possible variations then a robust-MPCis formed. Alternatively, if the disturbances and
constraints are included as random variables with a given probability distribution and a
stochastic dynamical model of the process is used to predict all possible output scenarios,
then a stochastic-MPC is developed. Depending on the application scenario, the MPC
control law might be solved in real-time using implicit-MPC techniques or offline
programming algorithms could be applied to provide a lookup table as the control law
using explicit-MPCtechniques. Explicit-MPC can be applied when small sample times are
needed or the computing power is limited.
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3.3.1 Models for MPC based EPMS

Models form the consequential building block of an energy plant MPC as they
mathematically connect the power consumption, system states, and consumption-
related costs. Their development and parameterisation is often the most
time-consuming and challenging part of the MPC formulation.

The three categories of models for an MPC based EPMS are:

edetailed simulation model of the building and energy plant, in case the scenario
demands a closed loop simulation before applying the controls to a real system or in
absence of a real system,

eforecast models for the uncontrollable disturbances such as weather or energy price
that may affect the output of the system or the optimiser,

econtrol-oriented models for the plant components.

Various models in the above categories can also be classified into white-box, black-box
or grey-box models (ct Chapter 2.5) and are of interest to both industry and academia
to simulate on their application-specific detail level.

In the first category, comprehensive component models in libraries such as
EnergyPlus, TRNSYS, CARNOT ToolBox, and ESP-r (Afram and Janabi-Sharifi, 2014b) can
be used to develop simulation models of a system and analyse the performance of a
controller. However, it is unlikely for these models to be used for development of optimal
control due to their computation efforts and nontrivial identification processes.

In the second category, forecast models are often used for the following disturbances
in EPMS:

eweather conditions,
eoccupancy conditions,
eenergy grid information.

For design optimisation problems, commonly available data sets such as
representative meteorological year and standard load duration curves for building
demand and occupation patterns are used. However, for real-time applications, a more
accurate representation of the disturbances is achieved by using online or offline
forecast models. Online forecasts often use an application programming interface (API)
to back-end services, mostly running their own complex prediction algorithms. Offline
prediction methods use data collected onsite and can involve complex statistical
approaches to forecast the disturbances for a particular scenario. In most cases, the
output of the above models is integrated into the dynamic building model and their
impact on the system response is directly captured.

Regarding the third category of models in controller development, artificial neural
network tools are most prominent amongst black-box approaches and are widely
researched in the academic field. Even so, limitations are foreseen in their practical
application due to the large amount of data needed for training these models and the
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operation of the systems outside of that training range (Afram and Janabi-Sharifi,
2015b).

Simplified physical models and grey-box models have shown significant potential for
control-oriented modelling of HVAC primary and secondary equipment (Wang and Ma,
2008). Grey-box models may show only sufficient accuracy compared to the high
accuracy of black-box models but they have higher generalisation capability due to their
physics based structure (Afram and Janabi-Sharifi, 2015b). For example, the
resistance-capacitance electrical network analogy or constrained transfer function
approach is often used for modelling the thermodynamics of a building zone, where
real-time measurements from the BAC can be used for parameterisation of the models.

In terms of system theory and control engineering, most controllable dynamical
systems with outputs can be represented (approximately) in their ODE form as shown
in (3.1) and (3.2) (Diehl, 2014a). x(t) € X < R™~ is the state vector, n, is the number of
states, and set X denotes the set of admissible states. x(t) is the time derivative of the
state. u(t) € U < R™ is the vector of all manipulated variables and y(t) € Y € R is
the vector of system outputs where n, is the number of inputs or controls and n,, is the

number of outputs. For t € [¢,, t;]:
x(t) = f(x(t), u(t)) (3.1)
y(t) = g(x(t), u(®)) (3.2)

The functions f: R™ *™ —» R™ and g: R™**™ — R™ establish the mathematical
relation between the system states, controls, and outputs.

(3.3) and (3.4) show the state-space formulation of a continuous linear time invariant
(LTI) system under the assumption that the process could be sufficiently simulated with
a linear model or by linearization around a steady state of the nonlinear model (Diehl],
2019). This formulation is frequently used in control and automation for system analysis
and controller design (Felsmann, 2002). A € R™ *™ and B € R™ * ™ are the state
matrix and control matrix respectively, whereas C € R™ *™ and D € R™ *™ are the
output and disturbance matrices respectively.

x(t) = Ax(t) + Bu(t) (3.3)
y(t) = Cx(t) + Du(t) (3.4)

The ability of models to describe the system behaviour with adequate accuracy and
computation speed over the length of the prediction horizon greatly influences the
quality (stability & practicality) of the controller. For instance, in a practical application
the solution time of the MPC problem should be far less than the sample time length.
The following characteristics are sought-after in the models to be applied in an EPMS
(Fig. 3-5) (Sawant et al.,, 2020a).
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Fig. 3-5 Sought-after characteristics of models for MPC based energy plant management system (EPMS)

1a. Capture dynamic characteristics: When working with actual components, a switch
from one operating point to another often has a dynamic effect on the system states, and
should be included in the component models for improving their controllability
(Afram and Janabi-Sharifi, 2015a; Zhou et al, 2013). For example, limitations of
following an entirely static modelling approach are reported in the literature due to their
excessive parameterisation-data requirements and higher inaccuracies especially for
thermal storage models (Gu etal., 2014). In the context of MPC, if the components exhibit
slow dynamic behaviours and settling times much longer than the sampling time
interval, then this behaviour should be simulated accordingly.

1b. Capture part-load behaviour / internal control logic: If the components operate at
lower efficiencies under part-load or have an internal control logic that uses low-level
controllers to improve their performance under part-load, then the appropriate output
should be simulated by their models. This increases the model’s accuracy and suitability
for controller design both on the local and supervisory level.

1c. Practical parameterisation capabilities: The basis for modelling the components
should allow practical parameterisation of the components. This includes parameters
that are promptly available from data sheets, can be collected during the commissioning
phase of the plant, or are based on data that is collected in standard monitoring practices.

For example, regression-based models should not use data for fitting the parameters
that needs specialised instrumentation or disassembly of the components. Practical
parameterisation capabilities reduce the need for component-data measured inside a
machine or in other inaccessible locations and usually lower the set-up and computation
time (Jin and Spitler, 2002). They also facilitate the application of MPC in both retrofit
and green-field scenarios. However, when sufficient catalogue data is not available or
unexpected operational ranges are simulated then an extrapolation of empirical models
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can lead to inaccuracies. Semi-empirical models are preferred in this case due to their
ability for operation outside the fitting range (Lemort et al., 2009).

1d. Adaptability to component design: The constructional design of a component might
strongly influence its performance and interoperability. The models of such components
should have the ability to adapt to the type of design.

For instance, the height at which water enters and leaves a storage tank depends on
its hydraulic connections, or the type of heat transfer depends on the heat exchanger
installed in the tank.

2a. Lower complexity: Chandan et al. denoted the unsuitability of detailed HVAC
simulation models for direct use in an MPC structure due to their large computation
times and challenges in parameterisation (Chandan et al., 2012). For instance, a higher
order model increases its complexity but does not necessarily fit the data better and may
lead to over-fitting the training data (Afram and Janabi-Sharifi, 2015b).
If no significant benefit is gained by increasing the model order, then alower order model
should be selected. Another example is the number of system states. With each new state
and control the size of the entire optimisation problem increases by a factor of the total
number of sampling intervals over the entire forecast horizon, leading to an expansion
of the state- and control spaces. The number of states and controls in the component
models should be limited to only those necessary for calculating outputs relevant for the
particular optimisation problem.

2b. Sufficient accuracy: The required accuracy of models depends on the available
system knowledge and on aspects of the real system that are relevant for
accomplishment of the simulation objectives. There is no comprehensive guideline on
model selection and a balance must be found between the model complexity and
potential error in performance prediction (Trcka and Hensen, 2010). The models needed
for receding horizon MPC of thermal systems (which typically demonstrate slow
dynamics) do not need to be of high accuracy as black-box models used for component
level simulations in design problems. Since MPC gives means to adjust the control and
react to uncertainties or model mismatch due to the update of system information after
every sampling time, the models need to predict (only) process variables relevant for the
plant’s control and safety with sufficient accuracy (Lefort et al., 2013; Siroky etal., 2011).

2c. Continuous differentiability: The models need to be continuously differentiable
when their application is in gradient-based optimisation methods as described in
Section 3.3.6 (Biegler, 2010). This can also increase the applicability of more efficient
solvers that do not have to handle discontinuities (Imsland et al., 2010). For example,
“If-Else” clauses should not be used to describe the different operation regions or change
in operational status of machines but alternative strategies should be used for
approximating such clauses with continuous functions as implemented in Section 4.9.1
(Beck and Fischer, 1994).

The models developed for the INES Trigeneration system with the above
characteristics are discussed in Section 4.4.
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3.3.2 Cost function

A cost function establishes the link between the control actions of a system, the events
occurring in that system, and the costs of performing those tasks in a mathematical form.
Often it is a quadratic formulation and aims at minimising the deviation from a reference
trajectory and the predicted control effort simultaneously. This form is used in a
tracking-error-MPC. An explicit solution can be obtained for a quadratic cost function if
the model is linear and there are no constraints on the system (Camacho and Bordons,
2007). However, in the presence of constraints the solution is often obtained after
multiple iterations with advanced numerical algorithms. The cost function Jtg
formulated using (3.5) is a typical cost function for tracking error problems:

Jrg = ey Wiy (i = 110 + ek y oy i’ (3.5)
where,
1 — kth reference variable in N, number of variables
1, — kth controlled variable in N, number of variables

w,» — weighting coefficient reflecting the relative importance of

U, — kth manipulated variable in N, number of variables

w,, — weighting coefficient penalising control actions through manipulated variable
Uy

In theory, a cost function in the form of a Lyapunov function for a closed loop system
is ideal to increase the control loop’s stability (Ellis et al., 2014). However, stability is
generally not a critical factor in practical building systems with slow moving dynamics
(Siroky et al,, 2011) and different types of cost functions or their combinations are used
in MPC-based BAC (Afram and Janabi-Sharifi, 2014a). For example:

eweighted sum of tracking error and control effort,

equadratic cost function for tracking the error and control effort,

esum of operational costs,

esum of the tracking error (e.g. room-temperature control, energy conservation),
eenergy consumption,

ethermal comfort violation cost.

The weighting coefficients help to achieve a trade-off between competing objective
combinations, such as maximising thermal comfort and minimising energy consumption
or minimising tracking error and control actions simultaneously.

In some cases, a dynamic cost function is used wherein the magnitude of the weights
can vary over the prediction horizon depending on the available incentives. Some studies
combine different types of cost functions for solving two or more MPC problems to
control different aspects of the complete system. For instance, Lefort et al. proposed a
hierarchical MPC to combine the slow-moving dynamics of an energy plant scheduling
problem with the fast-dynamics of room temperature control to reduce the total energy
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consumption (Lefortetal., 2013). The scheduling problem was solved with a relaxed cost
function for a large scheduling horizon of 7 hours and scheduling sampling time of
5 minutes and the temperature control problem was solved with a tracking error cost
function for a short horizon of 5 minutes and a sampling time of 30 seconds.

When the MPC scheme uses a continuous economic cost function as shown in (3.6),
that unifies economic optimisation with process control by applying economically driven
signals such as operating costs or energy costs then it is referred to as economic-MPC
(Ellis et al., 2014). The function [,: R™* *™ — R is a continuous function that is used as
a measure of the instantaneous process costs, which depending on the type of process, is
expressed in monetary or productivity terms. For t € [ty, t¢], a typical economic-MPC
cost function Jgypc is given as:

Jempe = f,' Lo (x(®),u(®) dt (3.6)

It does not have a conventional quadratic form with magnitude of the tracking error
and control actions but considers the process economics and thus cannot be used as a
traditional Lyapunov function to prove closed-loop stability (Serale et al., 2018).

The cost function used in this work for minimisation of consumption-related costs is
formulated in Chapter 6.

3.3.3 Constraints and slacks

MPC is also referred to as constrained control due to its ability for handling constraints
placed on the manipulated variables, system states, and equipment characteristics.
These constraints give the mathematical formulation of an MPC problem an engineering
perspective as they often have a physical motivation. For example, in HVAC systems,
constraints can be placed on (a) equipment characteristics e.g. damper rate limits,
compressor speeds, machine switching, temperature based operation limits, or on
(b) physical quantities e.g. air-flow, thermal comfort range, tank charge/discharge rates
and temperatures (Biirger et al., 2017; Elliott, 2008; Henze et al., 2005).

Such range constraints are often represented as inequalities whereas fixed constraints
such as storage sizes or thermal capacity of machines are represented as equalities.
In some studies, a terminal constraint with a terminal weight is also introduced to satisfy
a particular configuration of the system state like battery state-of-charge or tank
temperature at the end of the prediction horizon (Ma et al,, 2009).

Although constraints make the solution of an optimisation problem reality-oriented,
the time needed for the solution of constrained and robust cases can be various orders
of magnitude higher than unconstrained cases (Camacho and Bordons, 2007).
Inequality constraints form the so-called path constraints for the optimiser and should
be relaxed to improve the feasibility of the problem in real-world applications (Serale et
al, 2018). This can be especially necessary when a problem has both integer and
continuous control and the solution cannot be obtained by adjusting the continuous
controls alone.
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A prominent method is the usage of slack variables to allow constraint violations but
with a weight or penalty cost in the cost function. Thus, higher the cost of using a slack
variable, the further the solution of the problem moves towards the hard boundary i.e.
towards an infeasible region in the optimisation space. However, the advantage of using
slacks is a higher computational robustness of the problem by avoiding unfeasible
conditions for the optimiser (Lefort et al., 2013; Siroky et al., 2011).

For instance, the outputs of a system collected in a vector ¥ can be restricted between
minimum and maximum values using the following formulation (Bruni et al., 2015):

Yiin <Y < Yiax (3.7)

This hard constraint can be relaxed to soft constraints by introducing a vector of slack
variables sy of the same shape as Y and satisfying (3.8) and (3.9).

Y < Yo + Sy (3.8)
Y > Yoo — Sy (3.9)

where, sy = 0, and sy € R™ and is a result of the optimisation. A stage-cost penalty
(Ys = sy Wsy) is then added to the cost function that helps to achieve a trade-off
between constraint violation and objective value.

The detection of such constraints in a system needs operational experience and
engineering know-how. In practice, operating manuals of the machines and results of
commissioning tests are analysed to detect any design and operational limits that are
then formulated as constraints.

The identification and implementation of constraints with respect to this work is
discussed in Chapter 4 and Chapter 6in further detail.

3.3.4 Horizons

The three main horizons for an MPC problem are:

eprediction horizon - length of time for which the system output is computed,

econtrol horizon - length of time for which the control vector is computed,

econtrol sampling time or control time-step - length of time during which the control
signal remains unchanged or length of time after which MPC loop is repeated.

The selection of the horizon is fundamental for a practical MPC implementation and is
influenced by the controlled system’s characteristics like time constants and dynamics.
Longer prediction horizons give more forecast data or information to the optimiser but
may not lead to additional benefits because the accuracy of forecasts inherently worsens
over the horizon, and so does the quality of the solution due to model mismatch and
uncertainties. On the other hand, shorter horizons reduce the computation effort but also
adversely affect the reliability of the controller by possibly neglecting important
dynamics of the system. Splitting the horizon into many control steps leads to a higher
accuracy of the simulation because of the increased number of discretisations but also
makes the problem larger and requiring longer computation times.
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Different combinations are possible for the horizon lengths but most importantly the
control horizon is smaller or equal to the prediction horizon and the control sampling
time is smaller than the control horizon. Typically, for MPC of slower building systems a
prediction horizon of 24 hours and a sampling time of 15 minutes to 1 hour is used and
for faster HVAC systems a shorter sampling time of 1-5 minutes is used (Serale et al,,
2018). In some cases, the sampling times are varying over the prediction horizon making
the time grid non-equidistant (Biirger, 2020). For instance, the time grid could be finer
in the near future on the horizon (e.g. 5 minutes for next 1 hour on a 24-hour horizon)
and broader as time progresses on the prediction horizon (e.g., 15 minutes for remaining
23 hours). This helps to reduce the total number of discretisations and thus the size of
the problem whilst maintaining higher accuracy of the solution for near future and
acceptable lower accuracy for distant future. Unlike the receding horizon MPC, if the
prediction horizon does not shift or recede but instead reduces as time progresses
towards the end of the horizon the scheme is identified as shrinking horizon MPC e.g.
batch processes in chemical industries.

The choice of the horizon lengths and formulation of the MPC problem for this work is
described in Chapter 6 and Chapter?7.

3.3.5 Control architecture

MPC is applied in BAC for control of various HVAC subsystems and processes. For
instance, either the minimisation of HVAC energy consumption in general is targeted or
the zone temperatures and humidity in single-zone or multi-zone buildings are
controlled (Bracco et al,, 2014; Oldewurtel et al., 2010; giroky et al,, 2011; Zhao et al.,
2015). The control architecture is adapted according to the type of system or process
being controlled.

In addition to the direct control of actuators and the hierarchical approach for
implementing MPC, a cascaded MPC scheme is also discussed in the literature (Huang,
2011). Instead of having a supervisory layer, multiple layers run optimisations at the
same frequency.

A further classification of control architectures is based on the practical
implementation of the MPC itself. This is possible either in centralised, decentralised, or
distributed configurations (Serale et al., 2018). In a centralised configuration an
individual MPC provides the optimal solution for an entire system by considering the
various inputs on temperatures, occupancy etc. from all the zones and their interactions.
Although this may lead to better modelling of the system dynamics and more energy
conservation, the problem complexity and technical irregularities increase with size of
the system. In a decentralised configuration, each zone or subsystem has its own MPC
controller reducing the size of the optimisation problem and increasing the ability to
operate independently in case of failure of a central controller. However, due to the
isolation from the MPC of the other zones a wastage of energy and inherent loss of
valuable information occurs. The mutual interactions are considered unknown external
disturbances to the models. A distributed configuration is considered as a potential
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solution for large-scale dynamically coupled buildings where the individual zone-MPCs
share necessary information with others for their optimisation problem. Although the
computation effort is reduced compared to a central controller, the implementation of
software and hardware to operate this configuration is not straightforward.

3.3.6 Optimisation techniques

The elementary theoretical explanation in this section derives from textbooks, course
material, and scientific publications on optimal control and numerical optimisations
(Camacho and Bordons, 2007; Diehl, 2016; Rawlings; et al., 2019). In principle, MPC is a
form of optimal feedback control via real-time optimisations. Depending on the
attributes of an optimisation problem, it can be broadly classified as shown in Fig. 3-6.

Linear problem

(LP)
] Convex
@
_2 Quadratic problem
D (QP)
©
0 L
£
- Nonlinear problem
8 (NLP)
8* Mixed integer
— Nonconvex linear problem
. . (MILP)
Mixed integer

problem (MIP)

Mixed integer
nonlinear problem
(MINLP)

Fig. 3-6 Main classes of an optimisation problem with MINLP as focus of this work

A convex optimisation problem has a convex feasible set and a convex objective
function. A local solution is always a global solution and is achieved relatively easier
compared to nonconvex problems (Diehl, 2016). Linear problems (LP) and quadratic
problems (QP) with a convex objective are two important subclasses of convex
problems. In LPs, the objective and all constraints are linear functions of the decision
variables and in QPs, only the objective is a quadratic function. Algorithms like simplex
and active set method are widely used for solution of LPs and QPs respectively.

The other important class of optimisation problems is nonconvex problems and
nonlinear problems (NLP) typically belong to this class. Gradient-based methods like
interior point methods are widely used to find the local minimum in NLPs. Optimal
control problems with underlying nonlinear dynamic systems are fundamentally NLPs.
Optimisation problems with both real and integer decision variables (u € Z) are called
mixed integer problems (MIP) and can never be convex due to the nonconvexity of the
set of integers. If the objective function and/or the constraints are nonlinear in the
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decision variables, then the special class of MIP is called a mixed integer nonlinear
problem (MINLP) and if they both are linear in the decision variables, then it is a mixed
integer linear problem (MILP). The typical solution algorithms for MIPs are branch-and-
bound, tabu and scatter search, and evolutionary algorithms (Bussieck and Pruessner,
2003).

It is pointed out in previous studies that NLPs and MIPs perform better for
optimisation of energy systems and give more practice-oriented solutions than LPs. For
instance, one study clearly demonstrated higher operating hours of a favourable
component (heat pumps in this case) for economic reasons when performing NLP and
MIP optimisation over strictly LP optimisation (Ommen et al., 2014).

In the field of infinite dimensional mixed integer optimisation, continuous time
optimal control formulations are described as mixed integer optimal control problems
(MIOCP). Their solution is challenging due to the combinatorial nature of the integer
variables and is especially difficult when complementary conditions are present (e.g.
multiplication of switches) leading to non-smoothness (Diehl, 2014a). The derivative or
gradient information cannot be used with confidence to determine direction of increase
or decrease. Most solution methods use types of convex relaxation of the integer
variables where part of the u are fixed to specific integer values and part of them are
relaxed.

In a broad sense, it is not trivial to determine the best-suited algorithm for a certain
type of model or problem. For the scheduling problem of a CCHP micro-grid, consisting
of multiple objectives and mixed binary and continuous variables, experts recommend
to focus on improving stability and computation time to satisfy the requirements in real-
world applications (Gu et al., 2014). A typical MIOCP formulation for minimising a
continuous cost function with a stage cost L(x(t),u(t)) or Lagrange term and a terminal
cost E(x(t¢)) or Mayer termis shown in (3.10).

0, [ L(x(), u(®)dt + E(x(t) (3.10a)
subject to, for t € [t, t¢]:
x(0) —xo = 0, (3.10b)
x(t) — f(x(t), u(®)) =0, (3.10¢)
g(x(®),u)) =0, (3.10d)
h(x(0),u(®)) <0, (3.10€)
r(x(t)) < 0. (3.100)

Where, u(t) are the controls (both integer and continuous) and x(t) the states. The
initial state x, is determined using (3.10b). Under the assumption that the initial state
xo and all the controls u, ...u;, are known, the remaining states of the system can be
simulated with (3.10c). Equality constraints are formulated in (3.10d), path constraint
inequalities h(x(t), u(t)) in (3.10e) and the terminal constraint r(x(t;)) in (3.10f).
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Direct methods are the most widespread and successfully used techniques for the
solution of MIOCPs (Diehl, 2014a). These methods begin with transforming the
continuous time dynamic system into a discrete time system by means of parametric
functions to break down the original problem into finite dimensional NLPs and then
solve these sparse NLPs (“first discretise, then optimise”).

Essentially two approaches are used: simultaneous approach e.g. direct multiple
shooting and direct collocation or sequential approach e.g. direct single shooting.
The differences in the approaches are primarily in the methods used for the solution of
the state trajectories after the problems are discretised. The simultaneous approach
discretises the original problem both in controls and states on a fixed grid.
The resulting large sparse NLPs are then solved by structure-exploiting solvers that solve
both the simulation and the optimisation problem simultaneously by using x; and u;, as
the optimisation variables. The sequential approach on the other hand, eliminates nearly

all states by forward simulation. It keeps the x, and U = [ug, ey uﬁ_l]T as variables and
then solves the simulation problem and the optimisation problem sequentially.

The mathematical solution process for the NLPs formed in the above problems
involves its Lagrangian function that can help to identify its extreme values (Felsmann,
2002) and is formulated as in (3.11).

L(w,Ap) =F(w)+21"6¢(w) + u"H(w) (3.11)

Where, w is collection of all the variables i.e. w = (xq, ug, X1, ..., Uy_1,Xy) and 4 € R™
and u € R™ are the Lagrange multipliers. The functions G(w) and H(w) collect all the
equality and inequality constraints respectively while F (w) is a copy of (3.10a).

Observing the Karush-Kuhn-Tucker (KKT) optimality conditions, for @* as a solution
of the NLP the Lagrange multipliers A* and u* satisfy (3.12):

VL(w", A5, u")= 0 (3.12a)
G(w)=0 (3.12b)

Hw") <0 (3.12¢)

uw =0 (3.12d)

wH=0 (3.12¢)

The KKT conditions can be solved using Newton-type gradient-based methods.
In these methods, gradients of the constraint functions are needed to form the Jacobian
matrix and, in some cases, the second order derivative of the Lagrangian function is
needed to form the Hessian matrix. The derivatives can be calculated by using the
methods of symbolic differentiation, finite-differences, or algorithmic differentiation in
various computer programs. The algorithmic differentiation method exploits the fact
that each differentiable function is composed of several elementary operations that
could be programmed using efficient symbolics and embedded functions in a structured
programming language(Andersson et al,, 2019).
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Due to the application of these derivate-based approaches for calculating first and
second order derivatives to check for optimality conditions the continuous
differentiability of the models should be assured.

A challenge still remains if switching decisions are involved in the original optimal
control problem because the discretisation leads to control variables that inherit the
integrality condition (Sager, 2009). Convex relaxation of the problem is recommended
for solving the resulting MINLPs within time scales appropriate for real-time
applications because global optimisation algorithms are often not capable of identifying
a global solution within acceptable computation times for engineering practice
(Andiappan, 2017).

One approach for solving MINLPs of such types in practical computation times is the
combinatorial integral approximation method which generates an approximate solution
of the MINLP by solving a sequence of subproblems which are less hard to solve than the
original problem (Sager, 2009; Sager et al., 2011). In short, first a relaxed version of the
MINLP is solved with binary constraints dropped, which is an NLP, to obtain a relaxed
binary solution by € [0,1]. Afterwards, an approximated binary solution by, € {0,1}
is computed from b,y by solving the so-called combinatorial integral approximation
problem which is a MILP like the one shown in (3.13). Here, the deviation of the strict
integer values from the relaxed solution of the NLP is minimised by minimising the
difference in the area under the two curves.

min max max |Zk 1(brelx]k j,k)Atk| (3.13a)

u* j=1.npi=
subject to: Oj max = Znt 1| — j'i+1|, (3.13b)
i € {0,1}. (3.13¢)

where, At,is the control discretisation grid and (3.13b) is the formulation for
maximum switching constraints with 6; ., as maximum number of switches. brelle. €

[0,1] and bj,i € {0,1}

The MILP is solved using branch and bound algorithms applied within the solver
routines used in this work. An NLP is then solved again (gradient-based methods) using
the fixed binary control to fit the states and continuous controls.

Another method to find suitable approximations is the sum-up rounding highlighted
in (3.14) (Sager, 2009).

_{ , if Theo breix Atk — Yizh b Aty = 0.5At,;
0, else
where, At;=t;i;;—t;, j=1...n,i=1...N and N is the total number of
discretisations. brelx]'i € [0,1] and b;; € {0,1}.

b. -

)i (3.14)

However, if the constraints of the problem depend explicitly on the integer variables
as in the case of switching constraints (e.g. maximum switching of a machine) or costs
on fixed control grid, then the sum-up rounding method is not applicable, as it cannot
directly consider such constraints.
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3.4 Summary and outlook

Building automation and control systems are typically divided into three levels:
management, automation, and field level. Different types of energy management systems
or supervisory controllers operate on the management level to control a variety of
systems e.g. heating plants, ventilation systems or air-conditioning systems. In this work,
the supervisory controller is applied for optimal scheduling of the micro-scale
trigeneration system (energy plant) on the field level. This particular application of a
supervisory controller for the HVAC primary side or energy plantin a building is referred
to as the energy plant management system.

In this chapter, the different attributes of an MPC and optimisation techniques to solve
it were presented in a condensed form. Particularly, the sought-after characteristics in
control-oriented models e.g. practical parameterisation and continuous differentiability
were summarised. An economic-MPC framework with grey-box models is considered
most practical for thermal energy plants with slow-dynamics and is explored further in
this dissertation. Three main issues are mentioned in the literature regarding application
of economic-MPC: (a) feasibility of the optimisation problem, (b) stability of the closed-
loop system and (c) the closed-loop performance. These are handled using simplified
mathematical algorithms and engineering solutions discussed in later chapters.
Additionally, the MPC framework is developed in a hierarchical and centralised
architecture where the management layer synchronises an operation with the lower
level controllers. For real-time application, implicit-MPC techniques with a receding
horizon and a variable length time -steps are applied. A mixed integer optimal control
problem is solved using direct collocation for discretization of the problem and the
combinatorial integral approximation method with branch-and-bound routines for
solving the resulting MINLP. The solution of this optimal control problem including
operational constraints with slack variables provides on-off switching sequences for the
components that are used directly for the lower-level controller. Open-source forecast
data from third party platforms is used for the MPC.

With the above outlook on solving the MPC problem for economic scheduling of a
micro-scale trigeneration system, the most important steps of developing the models for
MPC and the experimental set-up for their evaluation is explained in the following
chapter.
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4 Experimental Set-Up and Component Models

Models form the virtual representation of a plant that is controlled by MPC and their
development is the most resource intensive phase during the controller design process.
In this chapter, the models for the trigeneration system at the Institute of Energy Systems
Technology are developed and evaluated. The experimental set-up with the building
automation and control framework used for parameterisation and evaluation of the
models is also described. The modelling methodology and evaluation is illustrated with
one example for the functional tests and simulation results for each main operation
mode. Results of both, qualitative and quantitative analysis are presented. The novelty
in developing control-oriented models and experimentally evaluating their technical
feasibility for implementation in MPC of a complex energy system is highlighted.
Finally, the technical challenges faced during commissioning of this complex plant are
listed and corresponding lessons learned for planning of future systems are documented.

4.1 Experimental set-up of the trigeneration system at INES

A micro-scale trigeneration system with a combustion engine cogeneration unit, an
adsorption based thermal chiller, a reversible heat pump, a compression chiller, hot and
cold thermal storages, and two-way connection to the electricity grid was installed at the
Institute of Energy Systems Technology (INES) at Offenburg University of Applied
Sciences. The planning and construction of the plant including the installation of the
building automation and control (BAC) system was done within the framework of this
doctoral thesis using the in-house competencies of the institute.

4.1.1 Basic and detailed engineering

During the basic engineering phase, the component technologies and capacities,
hydraulic connections, instrumentation and load profiles were decided based on the
following overall aims of the laboratory set-up:

ecomparing conventional and optimal control,

eapplication in small- and medium-scale industries and buildings,

ecomparing thermal and electric chillers,

eanalysing a thermal and electric chiller cascade,

eintegration of the existing test chamber (TC) with a thermally activated building
system (TABS) and ceiling cooling system (Pfafferott et al., 2016) as thermal loads.

In the detailed engineering phase, piping, pump calculations, and instrumentation
plans for the plant were prepared (see Appendix B). The effects on the MPC performance
due to design decisions for fulfilling these multiple aims and possible improvements are
elaborated in Section 4.12 of this chapter.
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A concise explanation of the system is given in the block flow diagram in Fig. 4-1.
Final energies in the form of combustion fuel (FUEL) and electricity from the local
low-voltage grid (GRID) are converted to three useful energies: heating, cooling, and
electricity by the components on the energy source side. The combined heating and
power (CHP) unit converts fuel to electrical power and high temperature heating power.
The adsorption chiller (AdC) uses this as the driving energy to produce cooling power.
Additionally, a reversible heat pump (RHP) consumes electricity to operate either as a
heat pump (HP) producing low temperature heating power or as a compression chiller
(CC) producing cooling power. Both the AdC and RHP interact with the same outdoor
coil (OC) in a medium temperature circuit. The heating and cooling produced on the
source side is stored in stratified water storage tanks, hot thermal energy storage (HTES)
and cold thermal energy storage (CTES). They also act as the connecting points for all the
flows between source and supply side. On the supply side, the TC and two thermostats
generate a reference heating load (HL) and cooling load (CL) that are covered with low
temperature heating or high temperature cooling from the thermal storages
respectively. The electrical load (EL) comprises of an imaginary reference load profile
and electricity can be purchased or fed-into the local low-voltage grid.

AN /N

HIY CL EL

A

o[ FUEL|AL 5[ crp |> < A

n

Fig. 4-1 Block flow diagram of the INES trigeneration system
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The main technical specifications from the data sheets or commissioning
documentation of the individual components are given in 7able 4-1.

Table 4-1 Main specifications of the primary components

Component Specification Value

AdC: Nominal cooling power 10 kW
Nominal coefficient of performance 0.45
Operating range in temperature circuit:
® low 3 - 18 °C
e medium ®22 — 45 °C
e high e55 — 95 °C
Recommended volume flow in temperature circuit:
® low 1.7 m®/h
e medium 4.3 m*/h
e high 1.6 m*/h
Set-point for chilled water temperature 12 °C
Power consumption 0.12 kWer
CHP: Standard heating power 10.5 kW
Standard electrical power 5.3 kWa
Thermal efficiency (higher calorific value) 66%
Electrical efficiency 30%
Safety shut-down temperature in return-line 73 °C
Auxiliary power consumption 0.14 kWer
Nominal fuel-oil consumption 1.8 1/h
OC: Heat exchanger area 521.8 m?
Maximum rotational speed 480 RPM
Maximum power consumption 0.90 kWer
Control voltage signal 0 -10V
Overall heat transfer coefficient 26 W/ (m?-K)
RHP : Nominal cooling power 12.9 kW
Nominal heating power 16.7 kW
Nominal power input 3.8 kWer
Nominal energy efficiency ratio (cooling mode) 3.44
Nominal coefficient of performance (heating mode) 4.45
Nominal water flow in evaporator circuit 37 1/min
Nominal water flow in condenser circuit 48 1/min
CTES and HTES: [Volume ca. 1500 1
Diameter without insulation lm
Height without insulation 2.2 m
Thickness of tank wall 0.0125 m
Hil.: Heating power of the thermostats together 18 kW
Cooling power of the thermostats together 10 kW
Tolerance in temperature control 0.01 K
Total energy dissipation area in test chamber ca. 34 m?
Average cooling power dissipation in test chamber 70 W/m2
Average heating power dissipation in test chamber 90 W/m2

The main components, heat exchangers (HX), piping, and the instrumentation are
shown in Fig. 4-2. The PLC, switch systems, electrical safety equipment, and signal
converters are installed in the wall mounted electric switching cabinet (ESC).
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On far right, the workstation computer (WS) and thermostats and TC with TABS for
emulating thermal loads connected as hardware-in-the-loop (HiL) are also shown.

Fig. 4-2 (a) View from left of the lab (b) View from right of the lab

The components do not operate all at once but seven different modes of operation are
possible depending on the combination of components, hydraulic connections, and
thermal loads. Further details of these operating modes are given in Appendix B.
The changeover operation from one mode to another takes 140 seconds. The hydraulic
connections (switchover valves) are limited to covering only the HL or CL at a time.

4.1.2 BAC system for the INES lab

The acquisition and distribution of data plays a key role in MPC of complex building
energy systems. The data acquisition system was integrated into the BAC framework
(cf Chapter 3) as shown in Fig. 4-3. The BAC consists of three levels: field level,
automation level, and management level.
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Fig. 4-3 BAC system for the INES trigeneration lab to run both conventional and optimal control.
Dash-dotted arrows represent only digital signals whereas solid arrows represent analogue and digital
signals. Grey lines are part of the supervisory control loop and black lines are part of the monitoring
loop. The dotted line box represents the workstation computer executing tasks of both management
and automation level.

With this framework, the plant can be operated using a supervisory controller based
on either MPC or a conventional logic (for comparison purposes) from the management
level. Here, the supervisory controller chooses from one of the seven possible operation
modes (refer Appendix B.3) for the real-plant on the field level. It is programmed in the
Python environment and sends its control signal, the operation mode, to PLC on the
automation level. A lower-level controller programmed in the LabVIEW® environment
uses the operation mode value in its sequential control logic to perform the state-based
actions and transition tasks. This includes opening/closing valves, providing set-points
to the components in a predetermined sequence, and a safety shut-down logic.
A complete functional description of the lower-level controller is given in Appendix B.4.
Sensor data from the field level is passed onto the PLC in the monitoring loop and is then
used as system states on the management level or as operational data on the automation
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level. For example, as shown in Fig 4-4, the HMI on the automation level visualises
current monitoring data, displays alarms, and also functions as an operator’s panel.

The data flow represented by dash-dotted arrows use only digital signals and
standards necessary for OPC, API, SQL communication, whereas, solid arrows use both
digital and analogue signals e.g. M-Bus and resistance and voltage signals.
Additionally, the grey lines are part of the supervisory control loop that repeats once
every sampling instance and black lines are part of the monitoring loop that repeats
continuously every 300 ms. The WS executing tasks on management and automation
level is the same desktop computer represented as a box with dotted line and
communicates as an OPC Client with the OPC server in the PLC. The MPC uses either
internet-based services or local databases for collecting the necessary forecast values for
energy prices, weather, and expected loads.

Table 4-2 lists the standard industrial instrumentation used for measuring the
operational data.

The ambient temperature sensor (T,,,,) Was installed close to the OC on the west
facing side of the building. A 2-lead wire resistance compensation equivalent to 2 K was
made for the 15 m distance between the sensor and the ESC (IET Labs Inc., 2016).

The monitoring loop repeated every 300 ms but data was logged only after change-of-
value using a logging dead-band of 2% of previous value. The logging resolution of
temperature, volume flow, and power was 0.1 °C, 0.00 m3/h, and 0.1 kW respectively.
The logged data was interpolated on a 60 seconds time interval to a CSV file for analysis.

Table 4-2 Instrumentation in INES trigeneration lab

Physical parameter Units Instrument Accuracy
Ambient temperature °C PT-100 (2-lead circuit) + 0.1 K
with thermal radiation
shield
Circuit temperatures °C PT-500 Class B + 0.30 + 0.0050| Treas| K
(Water) (2-lead circuit)
Circuit temperatures °C PT-100 Class B + 0.30 + 0.0050 | Treas| K
(Glycol-water) (2-1lead circuit)
Electricity consumption KWWe1 3-phase energy meters Class 1 and 2 of IEC
1036
Fuel consumption 1/h Mechanical roller counter =+ 1%
with Reed-impulse
generator
Storage temperatures °C PT-1000 Class B + 0.3 K to + 0.8 K
(9 in HTES and 4 in CTES) (2-lead circuit)
Thermal power KWen Electronic heat meter + 1.5%
Volume flow (Water) m3/h [Ultrasonic flow meters + (2 + 0.02 jﬁgi)%
Umeas
Volume flow m*/h  Multi-jet turbine meters |, (3 + 0.05 iﬁ@i)%
(Glycol-water) with Reed-impulse Vmeas
generator

IEC (International Electro-technical Commission)
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4.1.3 Conventional control

A variation of the base load matching - following thermal load (BLM-FTL) strategy
was chosen for conventional control (c£ Chapter 2). The CHP and AdC covered the base
thermal loads and HP and CC covered the peak loads. The switching point was specified
separately for the winter and summer tests. In summer, either the AdC’s maximum
cooling power (CHP’s standard heating power multiplied by AdC’s coefficient of
performance) or 75% of maximum cooling load was used as the switching point.
In winter, either the CHP’s standard heating power or 75% of maximum heating load was
used as the switching point.

The FTL operation was realised over a hysteresis dead-band control of the tank-
temperatures. The switching occurs only when the lower and upper dead-band limits are
reached or else the previous status of the component continues. 7able 4-3and Table 4-4
summarise the switching logic for the components using conventional control for
summer and winter tests respectively. Further description of the control logic and tuning
of these parameters is given in AppendixB.4.

Table 4-3 BLM-FTL for summer with switching point

0
a aimnpera e e OO q oaqQ 2 ®

Ter1 2 Terl,max < Switching point On off -
Tert 2 Tert,max > Switching point Ooff On -
Tera 2 Tera,min = Off Off —
Tare < Thre,min - - - On
Tor1 2 Thrl, cup, max = = = Off
Table 4-4 BLM-FTL for winter with switching point

Tank temperatures [°C] Current heating load [kWw] CHP HP
Tare < Tare,min < Switching point On Off
Thure < Thre,min > Switching point Off On
Tt 2 Thrl, P, max w Off —
Tar1 2 Tarl, mp, max - - Off

Ter1 (Temperature at bottom of CTES), 7trimax (Set-point for maximum 7cr1), 7crs (Temperature at top of CTES),
Ttramin (Set-point for minimum 7tcr4), Thr1 (Temperature at bottom of HTES), 7iT1,cHp,max (Set-point for maximum 7ur: during
CHP operation), 7ut1,HPmax (Set-point for maximum 7ut1 during HP operation), 7hre (Temperature corresponding to HL
supply from HTES), 7hremin (Set-point for minimum 7irs)

4.2  Load profiles for application scenarios

In industrial applications, forecast data for building loads is generated using past data
or building simulation models (c¢f. Chapter 3.3.1).

In absence of a real building scenario or a detailed building simulation model,
deterministic load forecasts available in the literature were used in this work.
Additionally, a deterministic load forecast enabled a comparison of the conventional and
optimal operation of the plant under almost-identical loads. Different studies were
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identified that used 24-hour thermal and electric seasonal load profiles for techno-
economic analysis or for optimisation of trigeneration systems. 7able 4-5 summarises a
few examples and the complete list is in Appendix C.

Table 4-5 Examples of CCHP related studies with seasonal 24-hour electrical and thermal load profiles

Type of
building

Aim of
study

System
specification

Peak
summer
loads

Reference

Hospital-2 [CCHP eArea:83,745 m? eEL ~ oFl, ~ oEIl, ~ (Facci et al.
operation oCHP:4.0 M 2.0 MWy 2.0 MWep 2.0 My (2014)
optimisation eCC:4.2 Ml oHI, ~ oHI, ~ oHI, ~

HEerlEired 5 MWth2'O M, 3.5 MWy, 2.3 M
eAbsorption *CL ~ *CL ~ *CL ~
chiller:4 Mo 4.0 MWy, (0.0 MWwn, |0.0 MWi,
eAverage hourly

demands

Hotel-1 Influence of |eArea:60,000 m2 oEL ~ oFl, ~ oFIl, ~ (Zhou et al.,
part-load eCHP:1.46 Miy 2.1 Mia [1.7 Mida (1.8 Mde 2013)
behaviour On lop i161:0.9 Miy, ®HL ~  HL ~  eHL ~
Zgzigiland oApsorption 1.3 MWy (4.7 MW |1.0 MW

. chiller:1 MW., [CL ~ oCL ~ oCL ~
operation of 4.7 Midw (0.6 Midw, 1.7 MW
CCHP eHourly load of th th th

representative
days

Hotel-2 Influence of learea:78,200 m2 OEL ~ oF, ~ oF, ~ (Li et al.,
average and lgcHp:2 M. and 1.9 MW (1.5 MiWer (1.5 MWe |2008)
peak energy 3 5 My, oHL ~  @HL ~  oHL ~
demandsland oCC:2 M 1.8 MWt 4.2 MWy, 2.4 MW,
giciégilnty eBoiler:1.5 MW, °CL ~ oCL ~ oCL ~
berformance eAbsorption 3.7 MWy (0.6 MWw, (1.4 MW,

chiller:3 MWwm
eAverage hourly
demands

Office Sensitivity |eCHP:330 kW.i oFI, ~ oFl, ~ oFI, ~ (Chicco and

building analysis of eCC:560 Ky 280 kWer [280 kW.; 1280 kW., Mancarella,
tr%gneration. eBoiler:515 kifu ®HL ~ o[, ~ o[, ~ 2007)
primary eAdC:515 Kk, 0.9 kKW, (335 kWen, 224 KW
cheray oCL ~  oCL ~  oCL ~
Savings 500 KW (150 ki |400 KW
ratio

University Micro—-CCHP eArea: 279 m? oFI, ~ oEl, ~ oEl, ~ (Cho et al.,

campus-1  real-time eCHP: 15 KW 9.8 kiler [6.2 kKWer (9.8 kiey 20092)
operation | ,4-. 35 kg, [®HL ~ oHL ~  eHL ~
e 0.0 kWen [11.2 KW 3.0 ki,

generated oCL ~ oCL ~ oCL ~
hourly demands [12.9 kW 0.0 kW 2.9 ki
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The load profiles varied as per the system specifications and were normally for much
larger systems compared to the INES trigeneration lab. A linear scaling by interpolation
between minimum and maximum (user-defined) experimental loads was done against
the minimum and maximum values in the literature profiles.

The choice of the minimum and maximum value for the load profiles was made with
one of the following methods:

epeak load was a corresponding component’s maximum capacity,

epeak load was 125% of a corresponding component’s maximum capacity,

epeak load was maximum load that thermostats and TC can generate together,
epeak load was thermal power for a temperature difference of 5 K in the TC's circuit,
eminimum thermal load was fixed at 1.5 kW, (arising from TC in steady state).

As an example, daily load profiles of a non-residential, non-industrial building during
different seasons (Chicco and Mancarella, 2007) are scaled down in Fig 4-5.
The reference summer, winter, and transitional profiles with a maximum cooling load
(CL) of 500 kW, heating load (HL) of 333 kW and electrical load (EL) of 280 kWe are
shown on the left-hand side of the figure. A downscaled load pattern for experiments in
the INES lab is shown on the right-hand side. A maximum CL of 12 kW and a minimum
CL of 1.5 kW is chosen for the scaling as cooling loads dominate the load profiles in non-
residential buildings. The CL profile is interpolated using the ratio between peak
reference value and peak INES value to match the profile from the literature. Accordingly,
the EL profile is interpolated between 6.6 kWe and 3 kW.. The HL in winter is
interpolated between 8.0 and 2.9 kWi,.

It is observed that the electrical load (EL) does not exhibit significant variations
between seasons. The maximum EL is often two times the minimal load and this pattern
is kept in the INES profiles too. A peak in EL is observed during morning hours (07:00 to
10:00), and is presumably due to activities in buildings like hospitals, hotels or office
spaces, rather than due to the climate conditions.

On the other hand, the thermal profiles are more irregular between seasons and the
CL peak in summer is greater than the HL peak in winter, which is typical in
non-residential buildings. In the reference case, the HL ratio between maximum and
average demand is 2.2 during summer, 1.3 during winter, and 1.4 during transition.
This is often due to the higher average HL during winter and transition seasons and the
lower average HL in summer for hot water requirements or other thermally driven
processes. However, in the INES profile no HL is generated during summer due to the
technical limitations of the lab (¢ Section 4.1.1). A heating load is generated in transition
season for simulation purposes only.

The CL ratio between maximum and average demand in the reference case is 2.7
during summer, 6.5 during winter, and 4.0 during transition. It is most likely due to the
higher average CL during summer season, while in other seasons non-residential
buildings may have a CL only at a particular time of the day for activities requiring
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indoor-climate control. In the INES profile, no CL is generated during winter for
experiments and CL could be simulated in transition season.
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Fig. 4-5 Reference load profiles and scaled down version for INES experiments

Depending on the application scenario the loads decrease or increase on a weekend
and this was achieved by a simplistic approach of multiplying the weekday pattern with
a scaling factor (Tichi et al., 2010). For instance, a deterministic profile for an office
building over an entire week in summer starting from Wednesday could be synthesised
as shown in Fig. 4-6. The cooling load and electrical load is higher during office hours
(07:00 to 19:00) especially on a weekday and significantly reduces over the weekend.
The load is 0.5 times the weekday load on a Saturday and 0.45 times the weekday load

on a Sunday.

53



4-Experimental Set-Up and Component Models
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Fig. 4-6 Office building load profile for a summer week starting on a Wednesday midnight

Further examples for load profiles used in the experiments are given in Appendix C.

4.3 Energy prices

Market prices of the input variables for the economic optimisation problem, namely
electricity and fuel prices or rates were forecasted using different methods described in
the following subsections.

4.3.1 Electricity-price forecast

Similar to the load profiles, deterministic electricity buying and selling rates or prices
(Tel,buy and rej se1 ) were used in this work. Three different price signals were synthesised:

Based on two-price tariff structure of the local grid operator (E-Werk Mittelbaden AG,
2019): A higher daytime price or rate of 0.287 € /kWhei from 07:00 to 22:00 and a lower
night-time rate of 0.222 €/kWhe from 22:00 to 07:00 was set for buying electricity
Telbuy, EWERK- 1 e selling rate 7 s pwerk Was taken as a constant value of 0.151 €/kWhei
considering a base load price of 0.063 €/kWhe, 0.008 €/kWhe avoided grid costs, and a
micro-CHP bonus of 0.08 €/kWhe (BMWi, 2016; Schicktanz et al., 2011). A weekly price
profile is shown in Fig. 4-7.

Based on linear interpolation of EPEX SPOT SE day-ahead auction prices (EPEX SPOT
SE, 2008): The day-ahead auction price is based on an aggregated demand-supply curve
of a broad geographical region. It is assumed for sake of brevity that this price captures
an ideal energy market with all complex interactions in the energy grid including that of
variable renewable energies and local grid costs. The hourly price in € /MWhe for the big
energy market was reduced to a signal in €/kWhe for the INES experiments. The EPEX
buying rate 7ejpuygpex and selling rate rq)gen gpex Were then generated by linearly
interpolating between the maximum and minimum day-ahead auction price against the
highest and lowest grid operator prices. As shown in Fig. 4-7, the 1) e gpex follows the
profile of 7 puy,epex due to the demand-supply concept.

Based on linear interpolation of price signal from the INES micro-grid (Sawant et al.,
2019): The optimisation tool of the INES micro-grid (IMG) generates a price signal
considering the local photovoltaic generation, the consumption-related costs of the CHP
and its peak-shaving operation (Dongol et al, 2018). This price signal was also
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interpolated like EPEX prices to generate a buying rate 7gpuy,mmg and selling rate
TelselLiMG- AS shown in Fig. 4-7, the signal has a higher buying to selling ratio and does

not follow the EPEX pattern but captures the IMG operation status including the local PV
generation and load cycles.

.29
.27
.25
.23
.21
.19
.17

[€/kwh_, ]
olololololololololeoNe)

Rate

Time [hh]

Thuy, EWERK — Ipuy, EPEX

Touy, MG

L'sell, EWERK L'se11,EPEX Lse11, MG

Fig. 4-7 Examples of three different electricity buying and selling rates synthesised for experiments

4.3.2 Fuel-price forecast

The price or rate of fuel rq,, was set at 0.72 €/m?> or 0.06 €/kWh using data from the
German market for a gas based CHP (Bundesnetzagentur, 2019). This was input as a
constant parameter in the MPC formulation but could be extended as a time-varying
parameter (like electricity prices) for industrial applications in future.

4.4  Control-oriented component models

Control-oriented models for the components of the system are the corner stone of an
MPC problem and should have characteristics such as an accuracy-complexity balance
and continuous differentiability (cf Chapter 3.3.1). To identify models that satisfy these
characteristics a qualitative examination of the modelling approaches available in the
literature (cf. Chapter 2.5) was done. Individual component models were then developed
using the grey-box methodology and simulation results of the combined system for
different operating modes were compared against measured data.

4.4.1 Qualitative analysis of existing models

Recurring approaches were identified in the literature and only one example per
approach was selected. Secondly, only models focussing on application in optimisation
of trigeneration systems were selected. The subsequent list of models was then
thoroughly analysed for desired characteristics and 7able 4-6 summarises the results.

It is observed that models used in optimal scheduling mostly consider only static
process variables like electrical power or cooling capacities and do not consider dynamic
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states like storage temperatures or hydraulic circuit temperatures. On the other hand,
existing models that satisfy these requirements are either physics-based models with a
component level simulation focus making them very complex, or have rule-based
controllers making them not continuously differentiable.

Nevertheless, the qualitative analysis revealed important modelling features that are
adapted in this work and are described below:

AdC: Wu et al. calculate the coefficient of performance as a second degree function of
the part-load ratio (Wu et al., 2012). However, the regression coefficients are technically
infeasible to identify as they require significant amount of operational data of the
machine under part-load and make the approach impractical for model
parameterisation. A modification of this approach is adapted in this work with the curve
fits using product data from manufacturer’s data sheets for a more practical
parameterisation.

CHP: In Seifert’'s model for a CHP the internal control logic for the cooling pump
influencing the mass flow of water is appropriately simulated with a second degree curve
fit of the water inlet temperature and electrical power of CHP (Seifert, 2013). However,
the dynamic behaviour of the thermal power output is simulated with a mass and energy
balance over the individual components like heat exchanger and engine block of the CHP
and make the model very complex for application in a system-level MPC. The approach
to simulate the internal control logic is adapted from Seifert’s work while simulation of
the thermal output is adapted from a simpler step-response based model (Hidalgo
Rodriguez et al., 2012).

RHP: The models developed by Salvalai and Jin et al. use product data for equation-
fitting to represent part-load behaviour of reversible heat pumps and are adapted in this
work (Jin and Spitler, 2002; Salvalai, 2012).

HTES & CTES: U.Eicker presented a 1-D stratified tank model using the Fourier’s
equation (Eicker, 2006). Although accurate and of medium complexity the model is not
continuously differentiable due to the usage of “If-Else” clauses. The approach is adapted
while modifying the clauses to avoid their discontinuities.

Deriving from the above qualitative analysis and findings in Chapter 2 and Chapter 3,
the grey-box methodology was chosen to model the system. It facilitates the adaption of
model features identified in the qualitative analysis and applying engineering know-how
of the specific system to develop control-oriented component models. Grey-box models
are not only of sufficient accuracy and simplicity, but are also considered suitable for
application in practice oriented economic-MPC (Sohlberg, 2003). Accordingly, the
models are evaluated in Section 4.11 for their ability to:

esimulate the system response to input variables (component switches),

epredict fuel and electricity consumption with sufficient accuracy,

esimulate process variables that are usually measured in a plant e.g. tank
temperatures.
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4.4.2 Application of grey-box modelling methodology

For the grey-box modelling approach, regression analysis (Fumo and Rafe Biswas,
2015) and step-response analysis (Diehl, 2019) were used for fitting apriori data and
determining the dynamics or part-load properties of the components. Both these
methods make it possible to choose data sets that are either readily available in the
manufacturer’s catalogues or can be collected during commissioning of the equipment.

Regression analysis: Regression analysis is a method to find a polynomial relationship
among response or dependent variables and explanatory or independent variables.
A regression is linear when the polynomial is linear in the coefficients. However, the
regression could be univariate if only one independent variable exists as in (4.1) or
multivariate if multiple independent variables are considered as in (4.2).
The polynomial itself could be a first degree or a higher degree polynomial depending on
the characteristics of the data that is being fit.

Y = Bo + Bixy + frx1° (4.1)
Y = Bo + Brxy + Boxy + Baxixp + Baxy? + Psx” (4.2)
where,
y* - Dependent variable (predicted value in models)
B1, B2 ... Bs — Coefficients of regression
X1, X, — Independent variables
v,B,x €ER

A linear regression was done to minimise a sum of normalised squared error (SNSE)
problem as shown in (4.3), subject to, the polynomials (4.1) or (4.2) for fitting apriori
data and estimating the coefficients of regression.

n’lﬁin(JSNSE = Iivzl (%)2) (4.3)
where,

Jsnsg — Cost function for the SNSE problem

y; — ith measured value

y; - ith predicted value

The generalised reduced gradient search algorithm (via Microsoft Excel’s Data
Solver® Add-On) was applied for solving the above optimisation problem(Lasdon et al,,
1976).

Step-response analysis: The dynamic response of a controlled system can be described
via the manipulated variable step-response or the interference variable step-response.
A manipulated variable step-response is more common in practice and is characterised
by the time-constant of controlled system Ty and the transfer coefficient or gain Kj.
In building technologies, very often the behaviour of a first order lag or system with one
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storage element (PT-1 element) is observed. The input/output differential equation for
this system is given in (4.4).

T,y +v; = Ksu (4.4)
where,
y; - Controlled variable or system output (predicted value in models)
u - Manipulated variable (component switch)
K, - Gain i.e. proportion of change in y; to change in u
Ts - Time-constant i.e. time taken for 63.2% of total y;" change to be achieved

Simulation in Modelica: Different software such as MATLAB, R, and Modelica were

preliminarily evaluated for simulating the system. The signal-oriented (causal) approach

in

MATLAB/Simulink was deemed unsuitable for a system-level simulation, which

typically involves solution of many implicit equations. R is significantly suited for
statistical analysis but was deemed unsuitable to develop energy system models due to
lack of appropriate libraries and complex structure. Another critical factor for choosing
the modelling tool was to use an open-source software.

The Modelica language was chosen for developing and testing the models because of

various reasons:

eit allows declaration of equations (algebraic or differential), facilitating modelling of
real-world physical objects directly in the language (Schicktanz and Nufiez, 2009),

ethe OpenModelica compiler facilitates implicit modelling and generalisation of the
equations leading to simpler models and simulation that is more efficient,

eModelica is an object-oriented language with a general class concept, which allows
for reusability, interoperability, and hierarchical structuring that is relevant for
physically-oriented energy systems’ simulation(Kofranek et al., 2008),

eit allows for cross-domain interaction and user-friendly plotting and analysis,

ethe models can be evaluated using well-established compilers and integration
methods like Dass/or Runge-Kuttain OpenModelica and then exported to the Python
environment.
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Input / output equations for the individual components were directly programmed in
the OpenModelica Connection Editor using elemental libraries like SI Units and
connectors as shown in Fig. 4-8 (Asghar and Tariq, 2010; Fritzson, 2014).

Nomenclature from process engineering was used, wherein flows leaving a
component were designated feed-line (subscript “f”), and flows entering a component
were designated return-line (subscript “r”). For the AdC with multiple temperature
circuits, high temperature circuit is denoted with an extension “H” in the subscript,
medium temperature circuit with “M”, and low temperature circuit with “L”. Similarly,
for the RHP the condenser circuit is denoted with a subscript “c” and the evaporator
circuitwith “e”.

General assumptions and formulations: Founded on engineering know-how and
apriori knowledge of the system, the following general assumptions for the modelling of
this complex energy plant were made:

« heat losses and pressure losses through pipes and components are negligible for one
time-step (typically 15 minutes) of MPC for thermal systems,

« specific heat capacities and densities of all fluids are constant,

« simulation of the delay due to changeover operation (140 seconds) from one mode
to another is insignificant due to the inclusion of minimum runtime constraints,
longer sampling times, and slow dynamics of thermal systems (described in
Chapter 6),

« ideal conservation of mass,

« at full load real power is the nominal power of the equipment,

« internal controllers of components are ideal and reliable,

«volume flows in the circuits are constant (other than for CHP and loads) and
maintained at nominal flows,

o accurate forecast of ambient temperature and building thermal loads are available
over the entire simulation horizon.

Throughout the simulations, the mass flow m (kg/h) induced in a machine’s hydraulic
circuit during operation was computed depending on the machine's control input as
follows (4.5):

1 = Svp (4.5)

Where, S is the on-off switch for the corresponding machine and a binary control
variable in the optimisation problem, ¥ is the volume flow (m?3/h) and p is the density of
the fluid (kg/m?).

This formulation has two advantages; firstly, when the machines are switched off, then
no mass flow occurs between components and storage tanks ensuring that storage-
temperatures are not affected. Secondly, the decision variables occur a reduced number
of times in the MPC formulation itself since they are avoided in the mass and energy
balance equations for the individual models.
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Fig. 4-8Model of the INES trigeneration system in OpenModelica

4.5 Adsorption chiller (AdC)

The silica-gel water AdC is of type “eCoo” by Fahrenheit GmbH and operates on the
principle of sorption of silica-gel while the cooling effect is produced by evaporation of
water as the refrigerant (Fahrenheit GmbH, 2014). The functional construction of the
machine is divided into three circuits as depicted in Fig. 4-9:

o Circuit 1: High temperature (driving circuit in red),
o Circuit 2: Medium temperature (recooling circuit in green),
o Circuit 3: Low temperature (chilled water circuit in blue).

Also shown here are the recooler (OC in this case) and a glycol-water system
separation (HX in this case) integrated in the recooling circuit.

To produce continuous cooling effectively the machine has two adsorbing chambers
(one in each module) that undergo the adsorption/desorption and heat recovery phases.
Its operation is achieved through internal switching of 3-way-mixing valves and pumps
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using complicated control algorithms leading to the distinctive cyclic behaviour of the
three circuit temperatures, as reported in the literature (Wu and Wang, 2006).

Medium temperature circuit

Hot temperature circuit

Low temperature circuit

—[ 3

Fig. 4-9 Functional construction of a single adsorption module (Fahrenheit GmbH, 2014).
A (Condenser), B (Evaporator), 1(Recooler, here OC), 2 (Driving heat source, here CHP), 3 (Cooling
load), 4 (Glycol-water system separation, here HX).

The sequence of events for one entire cycle can be divided into four phases. Fig. 4-10
shows the first phase and other phases are explained using the same figure.

Circuit 2 Circuit 2

A4 A4

. . e 1 or module 2: Module 2 or module 1:
i i Condenser Desorber (adsorber A)
n Evaporator Adsorber (adsorber B)

Circuit 1 Circuit 3

Fig. 4-10 Sequence of events in the processing chambers of the two modules during Phase 1
(Fahrenheit GmbH, 2014)

The operational sequence for a single module consists of the following 4 phases:
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Phase 1 (Desorption/Adsorption): Hot water from the source in Circuit 1 enters the
completely charged adsorber A or desorber (2). This desorbs or expels the adsorbed
refrigerant from the inner surface of the silica-gel into the condenser (1). Here it is
condensed to liquid state by removing the heat over Circuit 2 to the environment.

Concurrently, heat from the CL evaporates the refrigerant in the evaporator (3) that is
led to adsorber B (4) via Circuit 3. As these vapours are adsorbed the exothermic process
releases heat which is also removed together with the heat of liquefaction via Circuit 2.

Phase 2 (Heat recovery): Instantly after phase 1, the 3-way-mixing valves are
positioned such that recooling water flows into the previously desorbed adsorber A.
As the recooling water increases in temperature it is not immediately pumped into
Circuit 2 but continues to be pumped in Circuit 1. On the other hand, the return-line of
the now charged adsorber B is routed to the Circuit 2.

This phase ends when a specific temperature difference is achieved between the
return-lines of the two adsorbers benefitting the flow of refrigerant vapours.
This circulation of the cooling and heating medium between the hot and cold adsorber
helps recover the sensible heat of the hot adsorber and increasing the thermal efficiency
of the system (Wang et al,, 2010).

Phase 3 (Adsorption/Desorption): Adsorber A now begins to adsorb refrigerant
vapour while hot water begins to flow through the charged adsorber B for desorbing it.
The process continues as in phase 1.

Phase 4 (Heat recovery): Immediately after phase 3, the 3-way-mixing valves are
repositioned such that the recooling water now enters the adsorber B which was
desorbed in phase 3. The process continues as in phase 2.

4.5.1 AdC functional tests

Step-responses, hydraulic checks, and commissioning tests were used to establish the
AdC’s operational parameters and interpret the complex physical interactions from an
engineering perspective.

As an example, results from a test started with a homogeneous initial temperature of
82 °Cinthe HTES, 17 °Cin the CTES, no charging (discharging) of HTES (CTES), and using
a 7-minute average to filter the AdC’s periodic behaviour are shown in Fig 4-17 and
Fig 4-12.

Fig. 4-11 (a) indicates four temperatures in the CTES (T¢t, to Ters with Tepg at the
bottom) and nine temperatures in the HTES (Tyt; to Tyt9 with Ty, at the bottom).
The feed-line and return-line temperatures in the high temperature (Tgaqgcy & Ty adcu)
and low temperature circuits (Tfaqcr & Traqc) are also represented. The AdC is
switched on at Time = 10 min.
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Hydraulic connection of AdC to the tanks and their thermal stratification: T 5 4c y enters

the bottom of the HTES while T} aqc g is extracted from a layer between Tyrg and Ty, 1.
The characteristic thermal stratification behaviour is observed in the two tanks as they
cool down with lower layers cooling faster and a shifting thermocline.
A big thermocline is formed between Ty, and Typg after 150 minutes since Tyrg is not
used by the AdC. The stratification in CTES is not large because the temperature
difference in the low-temperature circuit is smaller.

Dampening of AdC’s cyclic behaviour in the tanks: Although an average is used for the
Tt aqcu, cyclic behaviour of the AdC is still noticed and is dampened due to the buffer
effect of the mass of water in that layer. The dampening effect is evident with the lower
change-of-value in the corresponding tank temperatureTyr,. Similarly, cyclic behaviour
in the feed-line of the low temperature circuit T¢ p4¢ 1is dampened in the corresponding
CTES layer Tcr;- This information is of high relevance for modelling the component and
is significantly handled later in this section.

Shut-down phase has negligible effect on tank temperatures: The machine is switched
off at Time = 236 min, following which the circuit temperatures change due to the
machine’s shut-down phase but have a negligible effect on the tank temperatures.

The 7-minute averages of thermal powers in the three circuits are shown in
Fig. 4-11 (b).

No significant cooling in start-up phase: Subsequent to switching the AdC on at
Time = 10 min, the start-up phase of the machine runs until approx. Time = 22 min. In
these 12 minutes the driving power in the high temperature circuit Pgp aqc g, shown in
red, is very high in comparison to the cooling power Py aqc L, Shown in blue.

Performance at nominal capacities: Once the normal operation starts from
Time = 23 min then the Py, aqc 1, is closer to the nominal capacities of the machine. Up to
Time = 105 min the conditions for Ty aqc g and Ty pqc 1 are favourable and the Py pqc 1, IS
highest. Py aqcu IS approximately twice of Py oaqcr indicating a coefficient of
performance (COP) in the region specified by manufacturer.

1 A retrofit construction in the HTES in Autumn 2017 now facilitates extraction of hot water between Tyre and Tyrg
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Fig 4-11 (a) AdC’s circuit temperatures with corresponding HTES and CTES temperatures (b) Thermal
powers in the three AdC circuits. Data from a test on 12th May 2017 starting at 10:51 (Time = 0 min)

Longer cycle times during part-load operation: As the test proceeds the HTES and CTES
are cooled down and unfavourable conditions arise. The Py aqcy and COPygqc reduces
and to compensate loss of capacity, the cycle time and switching time between cycles are
elongated by the internal controller of the machine. Under favourable conditions almost
2 cycles are completed in 15 minutes, for instance, the three peaks between Time = 45
min and 75 min. Under unfavourable conditions only 1 cycle is completed every 15
minutes, e.g. the operation between Time = 165 to 180 min.

Heat extraction to environment through OC: The combined heat of liquefaction and
exothermic adsorption is extracted to the environment through the OC over the medium
temperature circuit and is approximately equal to the sum of energies flowing in the high
temperature and low temperature circuits. This information is further investigated at
end of this section.
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No cooling in shut-down phase: The shut-down phase or end-phase lasting ca.
3 minutes after the machine is switched off at Time = 236 min is also shown. The Py, aqcu
and Py, aqc M are active for finally desorbing both modules while no cooling is produced.
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Fig. 4-12 (a) Electrical power consumption during AdC operation (b) Volume flows during AdC
operation. Data from a test on 12" May 2017 starting at 10:51 (Time = 0 min)

The electrical consumption and volume flows during the AdC’s operation are recorded
in Fig 4-12.

Constant electrical consumption and volume flows: The low electrical consumption of
the AdCis seen in Fig. 4-12 (a)with a constant Pgj pqc 0f 0.2 KkWe coming mostly from the
three internal pumps generating volume flows vpqc 1, = 1.7 m®/h, Vpgqcm = 4.3 m*/h, and
Vaacu = 1.3 m®/h as shown in Fjg 4-12 (b). These values are close to their nominal
values given in 7able 4-1 and are mostly constant during plant operation. Fluctuations
occur shortly during a phase change controlled internally by the embedded AdC
controller.

Auxiliary consumption: The embedded controller also regulates the speed of the OC,
which then consumes electricity P oc between 1.38 kWe and 0.04 kWell. The system
separation pump produces a volume flow v = 4.9 m3/h in the OC circuit. The auxiliary

1 The new recooler installed in Summer 2018 consumes a maximum ZPe,0¢,max 0f 0.9 kWel and minimum of 0.1 kWel
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consumption of the plant, P ¢ including the pump in the system separation unit is
approx. 0.5 kWe during AdC operation.

Active volume flows in end-phase: After the AdC is switched off, V541, is immediately
0 m>/h but ¥aqc 1, Vagem, and Do are active for a few more minutes. This corresponds
to the end-phase behaviour of the machine and correspondingly minimal electrical
consumption is noticed.

Dampening of the cyclic behaviour and energy balance between three circuits:
The dampening of the cyclic behaviour due to the buffer effect of water storage and
release of liquefaction and adsorption heat to the environment are important patterns
from the modelling perspective. The earlier pattern is described in detail in Fig. 4-13and
the latter in Fig 4-14.

In Fig. 4-13 (a), direct values of T¢ pqc g are shown to highlight its vast fluctuations or
high change-of-value due to the AdC’s cyclic operation. The water enters the HTES at the
bottom corresponding to Ty, but the change-of-value in this layer is not as high.
The relative change-of-value (RCV) between two continuous measurements of T¢pqc g
and Tyt; was analysed for almost 24 hours of steady state operational data and is
summarised in Fig. 4-13 (b). It is observed that only 35% of the data for Tz pqcy had a
RCV of less than 1% and 18% of data has a RCV of more than 9% especially when the
phases changed. On the other hand, irrespective of the operation phase the RCV for Ty,
is mostly lower than 1% expressing the strong reduction in fluctuations and 100% of the
data is lower than 3% as noticed in the cumulative curves.
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Fig. 4-13 (a) Measurements of AdC outlet temperatures connected to Trur1 (Tf pac,n) and Teri (Tf aac,.)
(b) Number of data points and cumulative frequency for the relative change-of-value (RCV) between
two continuous measurements of Tr pqc y and Tyrq for 24 hours of steady state data

In Fig. 4-14, the 7-minute average thermal powers in the recooler circuit or medium
temperature circuit Py aqcm, In the high temperature circuit Py aqcy, and low
temperature circuit Py, aqc 1, are shown. Itis noticed that Py, aqc m at a given pointin time
is approximately equal to the sum of Py pqcu and Py agcL- More importantly, the
absolute error for energy balance in the three circuits
(thh,AdC,M — (QthadcH t ch,Adc,L)l) for almost 24 hours of steady state operational
data is less than 1.2%.
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The modelling of an AdC’s internal dynamics is extremely complex and has been
included only in a few models as shown in 7able 4-6. Then again, the complexity of these
models makes them ineffective for a system-wide optimisation and simplified models
should be developed. On the other extreme, a highly simplified linear energy balance
model that assumes a constant COP does not capture the part-load behaviour of the
machine, which is highly dependent on its inlet temperatures (Zhao et al., 2015). As seen
in Chapter 3, a balance of complexity and accuracy must be achieved to develop a
practical AdC model that is part of an entire system being optimally scheduled. Using the
knowledge gained from the above experiments, an information flow diagram for the
model of an AdC was prepared as shown in Fig. 4-15.

Tr,AdC,M —>
TI,AdC,L —p
Tr AdC,H

7 ’ _>

SAdC —>

AdC-Parameters

* Vngc,u
* Vpgc, 1
* Vpgc, n
¢ Pel,AdC,nom

* Regression

coefficients

T},AdC,M
z1f,Adc,L
T ¢, nac,n
mAdc,M
IhAdC,L
IhAdC,H
Pe1, adc
'Pth,AdC,M
Py, ndc, 1

EEh,Adc,H

COPpyc

Fig. 4-15 Information flow diagram of the AdC model with reduced parameters and its switch as input
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Based on the functional tests and the literature research, the following important
assumptions for the modelling of this component were made:

o for typical AdC based trigeneration systems, adequate storage (hot and cold)
capacities are often planned and these smoothen the cyclic temperature pattern due
to their damping effect, thus making it unnecessary to model this pattern in detail
(Buirger et al., 2017; Sawant and Pfafferott, 2017),

« the thermal power in the recooler circuit Py, aqc v 1S approximately equal to the sum
of thermal power in the high temperature circuit Py, pqcy and the cooling power
Pihadc L (Burger et al, 2017; Sawant and Pfafferott, 2017),

« manufacturer’s catalogues of widely used industrial AdCs provide characteristic
curves for cooling capacity and COP depending on inlet temperatures in the three
circuits (Fahrenheit GmbH, 2014; Invensor GmbH, 2019).

Considering the above findings and assumptions, regression analysis was applied to
fit the cooling power and COP of the AdC as second degree functions of the three inlet
temperatures as shown in (4.6) and (4.7) respectively.

Pihadcr = a1 + a;Trpacr + asTradacu + aaTraacm + asTradcLTradcu +

2 2 2
a6TradcuTradem T @7 e adcLTradem T AsTiadcL T AT adc T @oliadcMm (4.6)
COPpgc = by + byTypgacL + b3TradcH + baTradcm + PsTradcLTradcH +
2 2 2
beTradcuTradcm + b7 e adcLTradem + bsTiaacL + boTiadcH T broTradcm (4.7)

The coefficients of regression a,to a,, and b, to b;, were found by using the empirical
data from manufacturer’s data sheets shown in Fig. 4-16 and the values for the
regression coefficients are given in the Appendix D.
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Fig. 4-16 Fmpirical data of AdC cooling power and COP at different inlet temperatures in the three
circuits

It is noticed that the Py, pqc 1 and COPyqc tend to reduce with increasing Ty pqcm and
lower Ty aqcL and Ty pqcu. The data collected during functional tests also represented
this behaviour (cf. Section 4.5.1).

The results of the regression analysis to minimise the sum of normalised squared error
(SNSE) are summarised in Fig. 4-17.
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Fig. 4-17 Results of regression analysis for measured AdC data

Using the values of Py aqc 1, and COPpqc the thermal input to the machine Py, aqc gy was
calculated with (4.8) and the assumption regarding Py, pqc M resulted in (4.9).
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Pth,Adc,L
P, = 4.8
thAdCH = Gop, (4-8)
Pihadcm = Padcn t PimadcL (4.9)

Using the calculated thermal powers and applying the first law of thermodynamics,
the feed-line temperatures for each circuit were calculated as in (4.10), (4.11), and
(4.12).

_ PthAdCL
TtadcL = TradcL — = . o — (4.10)
PwVAdc,LCp,w
_ PthadcH
Teadcn = Traden ———— = — (4.11)
PwVAdCHCp,w
_ Pth adcM
Teadacm = Tradem + —— —— (4.12)

PwVAdC,MCp,w

The volume flows in the three circuits Uaqcr, Vagcm, and Uagcy are constant
parameters of the model. A division by zero was avoided by using these constant volume
flows instead of actual mass flows in the equations above. The actual mass flows in the
three circuits were calculated using (4.5) shown earlier and were zero when the machine
was off.

The AdC’s electrical consumption was calculated with (4.13).

P e, AdC = SadcP el,AdC,nom (4.13)

4.6 Combined heating and power (CHP)

The combustion engine CHP is of the type “Dachs HR5.3” by SenerTec GmbH
(SenerTech GmbH, 2014) and operates on fuel-oil. A single cylinder (580 cm?), 4-stroke
Otto-cycle engine drives an asynchronous electrical generator converting mechanical
energy to electricity (Fig 4-18). The waste heat produced by the engine and the
generator is transferred to cooling water that is circulated in a closed circuit by the
internal cooling pump into the HTES. The CHP works parallel to the grid, always
generating electricity and heat simultaneously. VDE-AR-N 4105 standards are followed
to supervise the electricity feed-in to the grid using an embedded controller.
The controller also maintains the electrical safety system, fuel input, and cooling water
volume flow.
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Fig. 4-18 Basic process of a combustion engine CHP!

4.6.1 CHP functional tests

The results of a sample functional test started with a homogeneous initial temperature
of 21 °C in the HTES are shown in Fig. 4-19.

The response of thermal power Py, cyp and electrical power Py cyp is shown in
Fig. 4-19 (a).

Quasi-static response of electrical power: The CHP is switched on at Time = 11 min.
The P cyp in blue has a quasi-static response and approximately reaches its nominal
value Pgj cupnom Of 5.3 kWe after 7 minutes of operation. This includes a 25 seconds
delay time due to the internal start-up checks by the embedded controller.

Slow dynamic response of thermal power: Py, cyp in red displays a slow dynamic as it
approximately reaches its nominal value Py, cgp nom 0f 10.5 kW after almost 60 minutes
of operation. This is a typical PT-1 first order lag behaviour often demonstrated by
thermal systems (Diehl, 2019).

Fig. 4-19 (b) indicates the nine temperatures in the HTES (Tyt; to Tyre with Tyr; at
the bottom) as solid lines. The feed-line and return-line temperatures in CHP-HTES
circuit (T¢cyp & Ty cyp) are also represented as dashed lines. T¢cyp increases rapidly
from 21 °C to 65 °C after 5 minutes of turning on the CHP and then plateaus out to 72 °C
till Time = 60 min.

1 This figure by unknown author is used under the CC-BY-SA license.
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Hydraulic connection of CHP to HTES and thermal stratification: The hot T¢cyp enters
the top of the HTES (above Tyro) while cold T; cyp is extracted from the bottom (below
Tyt1)- The characteristic thermal stratification behaviour is observed during heating of
the HTES with higher layers heating first and a shifting thermocline.

Embedded controller adjusts cooling water volume flow: Until Time = 446 min, the
embedded controller maintains a temperature difference of almost 50 °C in the feed-line
and return-line by controlling the coolant volume flow vcyp. A second stratification step
is observed as the Ty, increases after all above layers are heated and the T¢cyp increases
further to around 80 °C. The vcyp also increases with a higher T, cyp due to the internal
control logic.

Safety shut-down: After the T;.cyp > 74 °C at Time = 728 min the internal controller
shuts-down the CHP due to overheating risks even though the Scyp is 1. A mixing of
stratified temperatures occurs as the cooling pump continues circulating water for
emergency cooling of the CHP.

Constant fuel consumption: The CHP consumes 1.8 1/h of fuel-oil immediately after it
is turned on and has a constant fuel consumption (SenerTech GmbH, 2014). However,
for the scope of this work the fuel consumption is calculated based on a gas CHP and
using the nominal power outputs and higher calorific value (HCV) of 12 kWh/m?
(Bundesnetzagentur, 2019), a constant gas consumption g, of 1.4 m>®/h is used instead
of fuel-oil consumption.

74



4-Experimental Set-Up and Component Models

18 H H H H H H H H H H H H H ] l
15 e 1 ‘ | ‘ ‘ ‘ b N — f
z13 | e
M
=20 HHHEEET R EEEECEEEE R TR TR 5= <
b
AR — 5
= &
0 AR R R L L A L A L R R R R T R L | s
g 5
3 HUEEOOECEEEEEEEEE e EE R ECEEEEEEEEEEEEEEEEEECEEEEEEHEEE R R L -2
O T T T T T T |Illl ; : O
Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
NN . N RN R A AN A R AP A
Time [min]
NI Py cup T Py, cpp Scap
1 -3
885 | o
o 75 | >
— ! E
8 65 ; 2 —
Hss i/ 3
+ ! 1 —
B45 - H
o . 1
L ‘ o)
0,35 ; 1 g
025 - 3 ,6|
15 L x 0>
Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
© NN S S 0 Ny A AN N
Time [min]
THTl THTZ THT3 THT4 THTS THT6 THT7
— Thrg — Typg - T¢, cup T cue — Uchp T Vel

Fig. 4-19 (a) Electrical and thermal power of CHP. Data from a test on 09" May 2017 starting at 11:51
(Time = 0 min). (b) CHP'’s circuit temperatures, volume flows, and corresponding HTES temperatures

4.6.2 CHP model

Most models used for optimisation ( 7able 4-6) do not integrate the control logic or
dynamic behaviour identified in experiments above and are simply linear fits of apriori
data. Some models use the black-box approach requiring many high-quality data sets for
parameterisation thus making it difficult to generalise the models for other systems.
Another approach is to depict the dynamic behaviour through a mass and energy balance
over the engine block and the heat exchanger, thereby increasing the number of system
states and parameters (complexity) for modelling the CHP. An information flow diagram
for the CHP model is shown in Fig. 4-20.
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Fig. 4-20 Information flow diagram of the CHP model with its switch as input

Based on experimental work and previous literature research, following assumptions
were made:

ethe delay time of ca. 25 seconds for electrical output after start-up can be neglected
since the length of the sampling time and forecast horizon for a 15-minute
electricity price based MPC is significantly larger than the delay time interval itself,

epart-load behaviour is negligible and constant efficiencies can be assumed if an
internal controller improves the micro-CHP’s performance especially for
optimisation of systems using thermal storages (Zhou et al., 2013),

ehigher calorific value of fuel HCV}, is used for calculation,

ea complete combustion of fuel occurs in the CHP.

Considering the above findings and assumptions, the internal controller of the CHP
was modelled as shown in (4.14).

Ueup = €1 + T cyp + C3Tr?CHP (4.14)

The coefficients of regression c;to c; were found by using experimental data over
77 hours of CHP operation with different initial temperatures and cold and warm starts
and their values are given in the Appendix D. Most data available for T cyp was between
15 - 25 °C and 30 - 45 °C and the fit of vcyp for using this data is seen in Fig 4-21.
These are indeed the typical return-line temperatures to be expected during CHP
operations when connected to a HL.
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Fig 4-21 Regression fit of CHP’s volume flow against the return-line temperature

The results of the regression analysis to minimise the SNSE are summarised in
Fig. 4-22.
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Fig 4-22 Results of regression analysis for CHP volume flow fit
The dynamic behaviour of the CHP was modelled as shown in (4.15):

dPth,cHP __ Pth,CHP,nomScHP— Pth,CHP (4.15)

dt dy

Here d,represents the average time-constant of the CHP system that was determined
by performing step-response analysis over multiple tests with varying initial
temperatures. The manipulated variable was Scyp and controlled variable or system
output was Py, cyp. Results of a sample step-response test are shown in Fig. 4-23.
A time-constant T cyp of 660 seconds (11 minutes), delay time T, cyp of 300 seconds
(5 minutes), and a gain Kgcyp of 10.2 KkWw (approximately equal to Py, cypnom) are
observed.
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Fig. 4-23 Example of a step-response anaylsis for the CHP conducted on 09 May 2017 with delay time,
time constant, and gain for the Py, cyp response

Using the calculated thermal power and volume flow and applying the first law of
thermodynamics the feed-line temperature was calculated as in (4.16)

Tecup = Trcup + _CehHp (4.16)

ow’CHPCp,w
The mass flow going to the HTES was calculated using (4.5) shown earlier and the
electrical production of the CHP P cyp using (4.17) below:
Per,cup = ScupPel,cHP,nom (4.17)

Furthermore, the fuel consumed by the CHP was calculated using (4.18). This
formulation aids in generalising the type of fuel that could be used in the simulation.

Pel,CHP,nom+Pth,CHP,nom (4 18)

Vtyel = S
fuel CHP HCVfyel(Nel,nom+1Mth,nom)

4.7  Outdoor coil (OC) and heat exchangers (HX)

The OC is principally a dry-cooling tower with three variable-speed fan motors
consuming a total Py oc max Of 0.9 kWe at their maximum speed RPMc max of 480 RPM
(see. Appendix B). The actual speed of the fans RPMg can be controlled with a 0 - 10
volt signal Vocger. The fluid in the circuit is a 34% glycol-water mixture (brine).
The OC is the heat-sink for the condenser of the chillers and the heat-source for the
evaporator of the heat pump (¢ Fig. 4-8). Depending on the currently active operation
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mode i.e. the currently connected machine, the OC volume flow vgc has different but
constant magnitudes.

Assuming the OC to be a cross flow air-fluid heat exchanger and assuming:

« homogeneous air flow,

« negligible effect of the instantaneous variations of air speed on the pressure,
« no pressure loss,

« constant overall heat transfer coefficient,

the OC model was derived from the number of transfer units - eftectiveness (NTU-¢)
method (Bergman et al,, 2011). The NTU-& method gives the effectiveness of a heat
exchanger depending on the maximum possible heat transfer that can be hypothetically
achieved. An information flow diagram for the OC model is shown in Fig. 4-24.

T, oc > OC-Parameters > T .
v * RPM,,
oC,set ——p >
¢ ¢ VOC,set,max Pel,OC
T ¢ Pel,OC,max
amb —¥ . — Pth,OC
air,max
L]
. —| * Yoc —» NTU,.
* Anc
Soc —» — > “oc

Fig. 4-24 Information flow diagram of the OC using NTU — € method

The maximum possible thermal power of the OC Py, oc max iS based on the maximum
possible temperature difference and was calculated using (4.19).

Pth,OC,max = Cmin(Tr,OC - Tamb) (4-19)

T; oc is the temperature of hot fluid entering the OC and T,,,,;, is the cooler ambient
temperature. Cp,;i, (Cnax) is the smaller (larger) out of the two heat capacity rates €}, and
C.. These are the heat capacity rates for the hot (brine) and cold (air) fluids respectively
and were calculated as shown in equations (4.20) and (4.21).

Ch = moccp’b (420)

Cc= maircp,air (4.21)

Where, ¢, irand ¢, are the specific heat capacities of air and brine respectively.
While, m,;,. and mg are their actual mass flows.

The effectiveness of the OC g was calculated using (4.22), where the NT U and ratio
of the heat capacity rates C, were calculated by (4.23) and (4.24).
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__ 1-exp[-NTU(1-Cy)]

T 1-Crexp[-NTU(1-Cyp)] (4.22)
NTU = Zocfoc (4.23)
C. = g::— (4.24)

The actual thermal power in the OC circuit Py, oc Was calculated using (4.25) and an
energy balance gave the two outlet temperatures from (4.26) and (4.27).

Piy oc = € Pth,0c,max (4.25)
P

Ttoc = Troc — tgiloc (4.26)

Tf,air = Tamb + Ptz,coc (4-27)

Additionally, assuming a constant efficiency, a constant fan diameter, and fan speed to be
linearly proportional to the volt signal, the fan /aws were applied to simulate the
relationship between the RPMq, m,;,, and electrical power consumed by the OC P o¢
as shown in (4.28), (4.29), and (4.30) (Mitchell and Braun, 2013).

RPM |4
RPMOC — OC,max" OC,set (428)
VOC,_set,max
m o RPMOCmair,max (4 29)
air RPMOC,max |
RPM3 Pe
Pel oc — OC 3e ,0C,max (430)
’ RPMOC,max

The model for cross-flow metal plate HXs installed to separate the glycol-water and
water only circuits (Appendix B) was developed analogous to the OC model and
following assumptions were made:

e no pressure loss,
« constant overall heat transfer coefficient.

The total heat exchanger area Ayx and the overall heat transfer coefficient Uyx are the
only two parameters for this model as shown in its information flow diagram in Fig. 4-25.

Tr,h > HX-Parameters > T, .
T

o= * Uyy > Te .

. * Agy

m

h — p —»>  NTUgy
M, — —> ¢

HX

Fig. 4-25 Information flow diagram of the HX using NTU — ¢ method

The model was developed as an object in OpenModelica and implemented once for
each heat exchanger in the system.
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4.8 Reversible heat pump (RHP)

The air-water-electricity RHP is of type “EWWP/014/KBW/1N” by Daikin Air
Conditioning GmbH and operates on the principle of a vapour compression cycle
(Daikin Europe, 2016). The machine can be operated as a compression chiller (CC) or as
a heat pump (HP).

The major characteristic of this process is the use of refrigerants (here R407c) that
extract highest possible latent heat of vaporisation from the medium (here water) to be
cooled at the vaporisation temperature or transfer liquefaction heat at condensation
temperature to the medium being heated. A compressor (here electric hermetic scroll
compressor) provides the work input and refrigerant transport. The heat sink or source
(here air over OC) is used in CC or HP modes, respectively.

Block flow diagrams for the operation of the RHP in CC mode and HP mode are shown
in Fig. 4-26 and Fig. 4-27. The switching of modes is achieved though external hydraulic
switching valves (see Appendix B).

Expansion valve Liquid
P N P — Do eiesaseaec| [l

Low High
pressure pressure Y
Evaporator /<::\ Condenser
Gaseous \<:;/
refrigerant Compressor

Fig. 4-26 Block flow diagram for CC operation at INES with external hydraulic switching

In the CC mode, the liquid refrigerant evaporates at low pressure and temperature in
the evaporator (cross-flow plate heat exchanger) using the required heat from the
cooling load. The compressor draws this refrigerant vapour out of the evaporator via a
suction pipe and compresses gaseous refrigerant into the condenser at high pressure and
temperature. In the condenser, the hot-gas transfers its heat to the air-cooled glycol-
water mixture and condenses. The latent heat of vaporization and the compressor work
that has been converted to heat is dissipated here and the liquid refrigerant is then
usually routed to a liquid collector. An expansion valve reduces the high-pressure liquid
refrigerant to low pressure prevailing in the evaporator and controls the charging of the
evaporator under the various load conditions.
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Expansion valve Liquid
_________________________ {><]<___________J_f_@_f__r__i_g_@_rant @

oC v

HL
Low High
pressure pressure N
Evaporator /<::\ Condenser
Gaseous \<:j/
refrigerant Compressor

Fig. 4-27 Block flow diagram for HP operation at INES with external hydraulic switching

In the HP mode, the very low vaporisation temperature of a refrigerant is exploited by
reversing the cycle and connecting the evaporator to the ambient (over OC).
For instance, low temperature ambient air provides sufficient energy for vaporisation
because R407c evaporates at -10 °C at 3.5 bar (Siemens Building Technologies, 2018).
In the next step, refrigerant vapour is compressed for increasing its condensation point
so that greater liquefaction heat can be carried away by the heating medium (water) for
the heating load. Downstream from the condenser, the refrigerant is completely liquefied
but still at a high pressure. The pressure is dissipated using an expansion valve, and the
process cycle begins again.

The volume flows of the mediums in the evaporator and condenser circuits are
maintained by external pumps and are not controlled under the scope of this work.
These are kept constant for simplicity of control and to maintain the values closest-
possible to the recommended nominal flows ( 7able 4-1).

Two important heat pump operating limits are defined by the minimum permissible
vaporisation pressure and maximum permissible condensation pressure of the
refrigerant. These limits are maintained by low-pressure and high-pressure safety
pressostats in the evaporator and condenser circuits. These situations can typically arise
when sufficient heat is not available to provide the vaporisation energy or the heating
load is not high enough to extract the condensation heat. The minimum permissible
vaporisation pressure depends on the compressor ratio and the heat source
temperature. For instance, if using water in the evaporator circuit the vaporisation
temperature must be above 0°C to avoid icing. The maximum permissible condensation
pressure for R407c is restricted to 22 bar in practice and corresponds to a maximum
heating water temperature of 50 °C (Siemens Building Technologies, 2018).

Due to the above physical restrictions, the operating limits of the HP mode at INES are
lowest permissible evaporator inlet of 10 °C and highest permissible condenser outlet of
50 °C. This corresponds to an ambient temperature higher than 12 °C and HTES
temperature lower than 45 °C for the HP operation.
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4.8.1 CC and HP functional tests

An example of a functional test done to characterise the operation of the CC in
collaboration with the CTES (homogeneous initial temperature = 31.5 °C), CL, and OC is
shown in Fig 4-268.

Fig. 4-28 (a) indicates four temperatures in the CTES (T¢t, to Ters with Tepg at the
bottom). The feed-line and return-line temperatures in the low-temperature evaporator
circuit (Tgcce & Ty cce) are also represented. The CC is switched on at Time = 04 min.

Hydraulic connection of CC to the CTES and thermal stratification: T¢cc. enters the
bottom of the CTES while Ty cce is extracted from the top layer. The characteristic
thermal stratification behaviour is observed where the lower layer in CTES cools first.
However, the stratification in CTES is not large because the temperature difference
between feed-line and return-line is around 5 K.

Cooling capacity depends on inlet temperatures: The thermal powers in the two circuits
are given in Fig 4-28 (b). It is observed that a steady state is reached within
10 minutes of operation. The cooling power Py, cce is significantly higher than the
Pihccenom until Time = 110 min as the CTES temperatures are higher than nominal
operation range of the machine. With cooling of the CTES the T¢ ¢ is inits nominal range
from 15 °C to 10 °C and correspondingly the Py, cce ® Pihccenom- HOWever, a reduction
in Py, cc e is observed as inlet temperatures in the CC reduces.

Shut-down phase has negligible effect on tank temperature: The CC is switched off at
Time = 190 min, following which the circuit temperatures begin to equalise due to
temporary volume flow during the machine’s shut-down phase but have a negligible
effect on the tank temperatures.
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Fig 4-28 (a) CC’s low temperature (evaporator) circuit with corresponding CTES temperatures (b)
Thermal powers in the medium temperature (condenser) and low temperature (evaporator) circuit of
the compression chiller. Data from a standard test done on 24" Aug 2017 starting at 12:58 (Time = 0
min)

The electrical consumption and volume flows during the CC’s operation are recorded
in Fig. 4-29.

Quasi-static behaviour of electrical consumption and high energy efficiency ratio (EER):
In Fig. 4-29 (a) the electrical consumption of the RHP P ryp reaches a steady state
within 2 minutes of operation. Electrical consumption of OC P, oc depends on the
operation of the OC with the PID controller and is noted to be a maximum 0.3 kW during
this test. The auxiliary consumption of the plant during CC operation Pg 5, iS approx.

0.2 kWel. The high EER of the CC is evident from the average total electrical input of
ca. 4.2 kW, to achieve an average cooling output of ca. 15.4 kWw during the test.

Volume flows are constant: The constant volume flows in the two circuits are seen in
Fig. 4-29 (b), with V¢c . = 2.6 m*/h and Ve e = 2.4 m*/h. The volume flows are recorded
until Time = 191 min including the CC’s shut-down phase.
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Fig 4-29 (a) Electrical power consumption during CC operation (b) Volume flows during CC operation.
Data from a standard test done on 24" Aug 2017 starting at 12:58 (Time = 0 min)

Similar to the CC functional tests the results of a functional test for the HP with a
homogeneous initial temperature of 19.5 °C in the HTES are shown in Fig. 4-30.

Fig. 4-30 (a) indicates the nine temperatures in the hot tank (Tt to Tyte with Tyrq at
the bottom) as solid lines. The feed-line and return-line temperatures in HP-HTES
primary circuit (before heat exchanger) are also represented as dashed lines. The HP is
switched on at Time = 07 min.

Hydraulic connection of HP to HTES and limited thermal stratification: It is seen that
the T¢yp increases rapidly after turning on the HP and enters the HX between the HP
and the HTES. While T, yp . is the temperature returning from the HX and is almost equal
to the temperature entering the HTES at the top. Due to technical limitations, there are
no temperature sensors or volume flow meters in the secondary circuit
(see Appendix B). A temperature difference of only 5 K is noticed in the feed-line and
return-line and accordingly the thermocline is not as prominent as in CHP operation.

Heating power depends on inlet temperatures: The thermal powers in the two circuits
are given in Fig. 4-30 (b). A heating power Py, yp . of around 16 kWw is measured atlower
HTES temperatures. It degrades slightly as the tank becomes hotter and the T, yp.
increases. However, the Py, yp is ca. 0.5 kWw lower than its nominal value Py, gp ¢ nom
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and deviation from manufacturer’s catalogue data may occur due to measurement errors
or part-load behaviours.
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Fig 4-30 (a) HP’s high temperature (condenser) circuit with corresponding HTES temperatures (b)
Thermal powers in the high temperature (condenser) and medium temperature (evaporator) circuit of
the heat pump. Data from test done on 25" October 2017 starting at 14:19 (Time = 0 min)

The electrical consumption and volume flows during the HP’s operation are recorded
in Fig. 4-31.

Quasi-static response of electrical consumption and constant volume flows:
The electrical powers have a quasi-static response and reach nominal values after
1 minute of operation. In the HP mode, OC runs at its maximum speed consuming
maximum P oc of 1.4 kWel and Pej oy« Is approx. 0.63 kWe. The pumps generate
constant volume flows of vyp . = 2.7 m*/h, vyp, = 2.4 m®/h, and voc = 4.8 m>/h as
shown in Fig. 4-31 (b).

1 The new recooler installed in Summer 2018 consumes a maximum ZPe,0¢,max 0f 0.9 kWel
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Fig 4-31 (a) Electrical power consumption during HP operation (b) Volume flows during HP operation.
Data from test done on 25 October 2017 starting at 14:19 (Time = 0 min)

Power balance over three circuits: As expected, the thermal power in the condenser
circuit was almost equal to the sum of the thermal power in the evaporator circuit and
the electrical consumption. This was examined in further detail to achieve possible
simplification of the models.

The results of this analysis are illustrated in Fig. 4-32. During HP mode the evaporator
circuit has medium temperature and condenser circuit has high temperature. During CC
mode the evaporator circuit has low temperature and condenser circuit has medium
temperature.

In Fig. 4-32 (a), the thermal power in the condenser circuit Py, ryp c and the sum of the
thermal powers in the evaporator Py, ryp . and electrical power input P ryp is shown.
It is noticed that Py, ryp  at a given point in time is approximately equal to the sum of
Pivrupe and Pegryp. The absolute error between them (|Pth,RHP’C — Pphrupe T
Pe1 ruP )|) was analysed for almost 18 hours of steady state operational data and is

summarised in Fig. 4-32 (b). It is observed that the maximum absolute error is 2.5 kW,
but almost 98.5% of the data has an absolute error less than 1.5 kWi

87



4-Experimental Set-Up and Component Models

25 1
ﬁZO “;‘11,1‘ ””” ””””””” N S A
= ; ‘ ‘ ‘ ‘ o
15 1 1 B
g : o
9 10 18
&
5
0 -J — 0
QO .9 0O 9 © 9 O .09 909 O O .9 909 .9 O 9 O .0 90 O
> ¢ i) O %) © A Re) S) 49 ,gy Q} h$> \} ,§) \@ Aé Qb AS
Time [min]
Pel,RHP L Pth,RHP,e SHP _______ Pth,RHP,C
TOO oo g DU ——— . Y[ L
3 i i i i - 90% >
E’ 600 S LR 0
o i i i i - 80% §
8. 500 e e 705 B
o i i i i 605 o
4(3’ 400 T SRR feemoooneneand feemooeeeeeeee i ° g
S | | | 1 - 50%
w300 B e oo E— 405 5
: : . . i)
200 - i Lb — - 30% ©
S | | | | - 20% g
: Co e §
0 i == i i i
<=0.5 <=1.5 <=2.5 <=3.5 <=4.5 >4.5
Absolute error [kW]

Fig. 4-32 (a) Power balance for the RHP irrespective of mode (b) Frequency and cumulative % for the
absolute error between Py, pyp . and the sum of Py, pyp o and Pg gyp for 18 hours of steady state data

4.8.2 CCand HP models

In the literature study, modelling approaches were identified that use manufacturer’s
data tables or data that is available during the commissioning of these machines
(7able 4-6). Operational know-how of the system gathered from the tests above was
used to develop the information flow diagrams for the CC and HP models (Fig. 4-33).
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Fig. 4-33 Information flow diagram of the CC and HP models
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Based on the functional tests and the literature research, the following important
assumptions for the modelling of this component were established:

« the thermal power in the condenser circuit is approximately equal to the sum of
thermal power in evaporator circuit and the power input (Sawant et al., 2018)

« manufacturer’s catalogues of widely used industrial RHPs provide characteristic
curves for cooling capacity, heating capacity and power input depending on
evaporator and condenser inlet temperatures (Daikin Europe, 2016)

Using empirical data second degree equations like (4.31), (4.32), and (4.33) were fit
by performing polynomial regression for calculating the heating power Py, yp , cooling
power Py, cce and power consumption P ryp respectively as a function of the inlet
temperatures. P ryp Was calculated based on the evaporator and condenser inlet
temperatures of the particular mode. The equations capture the part-load behaviour of
the machine as a function of the inlet temperatures.

Pohupc =€+ e upe + €3Trupc + 4T upelrupc + eSTrZ,HP,e + e6Tr2,HP,c (4.31)

Pacce = f1 + foTecce + faTrcce + faTrcceTrcee + fsTicce + foTece.e (4.32)

Peirup = Srup (91 + 92T rupe + 93T rupc + 9aTrrupPe Tt RHP,c T gSTrZ,RHP,e +
g6Tr2,RHP,c) (4.33)

The coefficients of regression e; to e, f; to fg, and g; to g were found by using the data
from manufacturer’s data sheets as plotted in Fig. 4-34 and their values are given in the
Appendix D. 1t is noticed that the Py, ¢c o and Py, yp tend to reduce and P gyp increases
with increasing temperature in the condenser inlet and reducing temperature in the
evaporator inlet. The data collected during functional tests mentioned above also
represents this behaviour.

7 35 40
ap o % 50
<Ly

’

Fig. 4-34 Fmpirical data of RHP: (a) cooling power, (b) heating power, and (c) power input at
different inlet temperatures in the two circuits

The results of the regression analysis to minimise the SNSE are summarised in
Fig. 4-35.
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Fig. 4-35 Results of regression analysis for RHP data

Considering information from Fig. 4-32 and assuming an ideal refrigeration cycle, the

power balance for the RHP in the HP mode was calculated by (4.34) and in the CC mode
by (4.35).

Pth,HP,e = Pth,HP,c — [e],RHP (4.34)

Pmcce = Pmcce + Pelrup (4.35)

The first law of thermodynamics was applied in each circuit to get the feed-line
temperatures as shown below for the HP condenser circuit and the CC evaporator circuit:

_ Pth,HP,c
Ttupe = Trupe + 2w, — e (4.36)
3600 HP.ctpb
_ Pihcce
Tf,CC,e — IrCCe ™ TPw n c (4'37)
3600 CCe‘pw

Where, ¢, 1, and c¢,,, are the specific heat capacities of brine and water respectively.
The mass flows in the two circuits were calculated using the general formulation in (4.5).

4.9 Thermal energy storages: cold thermal energy storage (CTES) and hot thermal energy
storage (HTES)

The CTES and HTES are water based thermal energy storage tanks with direct heat
transfer through multiple inputs and outputs at different heights. Different feed-line
temperatures for various applications like domestic hot water systems or heating
(cooling) circuits are possible and the exact details are available in Appendix B.
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This design was chosen out of the standard product portfolio of a local engineering
company and is widely used in small-scale energy systems (HT HelioTech GmbH, 2017).
In the scope of this work, only the heating and cooling circuits of the tanks were used and
domestic hot water circuits were normally closed.

Water storage tanks are the most attractive options for building HVAC systems due to
the abundance, low cost and good thermal properties of water. They become more
significant as the complexity of the energy plant increases. Depending on their size and
application scenario, a modern storage system enables combination of irregular
renewable energies and CCHP systems by buffering any time lag between production and
demand. They also ensure high energy efficiency and less lime scaling due to their
capability for thermal stratifications or temperature layering (Han et al, 2009).
Stratifications occur due to the difference in density of cold and hot water and due to
gravitational and buoyancy effects. Water entering the tank deposits at a height
corresponding to its temperature. Hot water being less dense rises upwards, and cold
water with heavy density falls downwards.

4.9.1 HTES and CTES model

The modelling of a stratified water storage is complex due to physical effects of
thermal stratification, forced convection or laminar flows that may occur depending on
the construction of the tank. Although complex, the simulation of stratification effects is
important especially when performing cost-based operational optimisation
(Campos Celador et al, 2011), as stratification is closely linked with the dynamic
operation of the plant and its simulation increases the accuracy of the tank model.
In most literature on optimisation of energy systems (c£ Chapter 2), mixed storage tanks
or no storage tanks are used. However, it is highly recommended to apply at least a
simple stratified tank model in long-term simulations like in optimal control problems
with 24-hour horizons (De Césaro Oliveski et al., 2003). Information flow diagrams of
the tank models are shown in Fig 4-36.

The model of the thermal storages in this work was adapted from a 1-D dynamic
multilayer model using the Fourier’s equation (Eicker, 2006; Streckiene et al., 2011).
This model summarises the complex convective and conductive flow using an effective
vertical heat conductivity A.¢. The HTES is considered as a vertically stratified cylindrical
tank as shown in Fig. 4-37 with dimensional parameters: diameter Dyr, height Hyr,
thickness of tank wall dyr and number of layers in the longitudinal direction Njgyers

available from the data sheet ( 7able 4-1).
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Fig. 4-36 Information flow diagrams for the HTES and CTES models

An effective mass flow m; for each layer is calculated depending on the balance of mass
flows from the source circuit (subscript “s”) and load circuit (subscript “/’). If m;is
positive, then energy flows from the layer above the it layer and is interpreted by the
binary parameter §;" = 1, else 8] = 0. A negative 1i; signifies mass flow from layer below
the ith layer, i.e. m, is greater than mg and thus cooling of the it layer occurs. It is
considered by the parameter §; . The parameter §; is equal to 1 for the top most layer
with hot water entering from the feed-line of the source circuit. Analogously, the
parameter 6} is equal to 1 for the bottom most layer with cooler water entering from the
return-line of the load circuit. From the user-defined dimensional parameters of the tank
other relevant dimensional quantities such as the exterior heat transfer surface area of a
layer Ay i, cross-section area of a layer A;, mass of a layer m; and height of a layer z; are
calculated as shown in (4.38) to (4.41):

Zy = HHT/Nlayers (4.38)
Aext; = TDyrz; (4.39)

A; = m (Dyy — 2dyr)?/4 (4.40)
m; = A;Z;pw (4.41)
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Fig 4-37 Schematic depiction of a stratified tank with hydraulic connections and layer numbering for
simple 1-D dynamic multilayer model from the literature

The general energy balance of each layer is then calculated as shown in (4.42).
m;c, — =67 (1hcy) (Trs = T;) = 8i(mcy) (Ti = Try) = kAexti(Ti = Tamp) +
A Ae
i mcy(Tigr — Tp) + 8 ey (Ty — Timq) + =7 (Tipq — 2T; + Tiy) (4.42)

where,

T; - temperature of ith layer (°C)

k - overall heat transfer coefficient of the tank envelope (W/(m?2:K))
Aefr - effective vertical heat conductivity (W/(m-K))

For a well-insulated steel tank k and A,¢y were assumed to be 0.5 W/(m?K) and 1.5

W/(m-K) respectively (Eicker, 2006). However, the limitations of this approach with
respect to the necessary characteristics for models applied in optimal control are as

follows:
Differentiability: Within gradient-based optimization methods, models must be

continuous and differentiable (Blrger et al., 2018). The presence of "If-Else" statements
within models introduces discontinuities and must be avoided.

The formulation of the energy balance for each layer was modified to avoid the
“If-Else” condition and replaced with a continuous formulation shown in (4.43) (Sawant

et al.,, 2020a).
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micp % = 6is (mcp)S(Tf,s - Ti) - Sg(mcp)l(Ti - Tr,l) - kAext,i(Ti - Tamb) +

’ )

. msi+w |c, (AT i—ATyp i

MiCp (AT down,i+ATup,i) _|_< : ) p(ATdown(~ATup.) _l_AMeff
2 2 Zj

(Tiy1 —2T; + Ti—4) (4.43)

where,

AT4own,i = Ti+1 — T; is the temperature difference between current layer and the one
above it, whereas AT,,; = T; — T;_, is the temperature difference in the other direction.
Also, w € R and is K |m;|.

o2
. /m-+w ¢, (AT i—ATup i
«MiCp(AT qown,i+AT up,i) + < L ) p(ATdown up.i)

2 2
m;CpATqown, Tepresenting charging of tank due to downward forced convection, and for

)
. nico (AT AT (,’mi +w>cp(ATdown,i_ATup,i)
m; < 0 the part iy do;vn'L up.!) + > o
—1h;cp ATy, ; representing discharging of the tank due to an upward flow.

” takes the value =~

For m; > 0, the part

takes the value =

Them; was between 0.02 kg/s and 0.69 kg/s and a value of 2-10-* was presumed for
w. With a given initial temperature distribution, the differential equation is applied to
each layer and integrated over the entire forecast horizon to calculate the analytical
temperature distribution over that time period.

Component design: For simplification purposes, the model in the literature assumes
the hot source water enters at the top of the tank and is delivered to the load from the
top of the tank. Similarly, the bottom of the tank is connected to the source and load
circuits. In reality, the construction of a storage tank may have hydraulic connections at
different heights of the tank and the respective layers of entry or exit of water should be
defined accordingly. This enhances the accuracy of the model to simulate stratifications
and also makes it adaptable to different constructions (Sawant et al., 2018).

The formulation of the energy balance over the length of the tank was modified by
introducing a user-defined parameter “LoadLayer’. It represents the layer from which
water goes to the thermal loads and a differential equation is created for each section of
the tank by implementing “For-loops” as shown in Fig. 4-38. By using this parameter, a
particular hydraulic connection can be included in the model and this technique could be
extended to multiple hydraulic connections at different heights of the tank.
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Fig. 4-38 Hydraulic inputs and output of the HTES and modification of tank model based on numerical

loops to include a user-

defined parameter “Loadlayer”

The model of the CTES was similarly developed but adapted to the reversal of flows
between the source and load circuits. The volume flows and layering in the CTES are
shown in a schematic diagram in Fig. 4-39.
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Mpge, 1,

Mee, 1

Mage, 1

]

Energy balance for top
layer
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to N -1 layer

layers, CT

layer

o fe— Mg

i i,

Fig. 4-39 Hydraulic inputs and output of the CTES
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4.10 Thermal loads: load generator (LG) and test chamber (TC)

The heating load (HL) and cooling load (CL) are generated by circulation thermostats
or load generators (LG) of type “510w” by Huber Kiltemaschinenbau AG (Huber
Kéaltemaschinenbau AG, 2019) and a thermally activated building system (TABS) by
Uponor GmbH (Babiak and Vagiannis, 2015).

The LGs are high precision temperature (tolerance 0.01 K) control systems with
refrigerated heating circulators. These are ideal for rapid temperature control of
externally connected applications and have an internal adaptive control with an
automatic switch-over between heating and cooling. The TABS in contrast are a slow
heating and cooling system with pipes embedded in the structural concrete slabs or walls
of two test chambers (TC) creating a thermal load of Py, t¢c (Pfafferott et al, 2016).
The Py, ¢ is not controlled and reduces as the concrete slabs heated up (cooled down)
in winter (summer). This load was calculated using (4.44) with constant mass flow in TC
mrc and the actual feed-line temperature going to TC T¢c.

The T¢pc was controlled using a three-way mixing valve and the Tgrcser Was
characteristically set between 35 to 40 °C (low temperature heating) or 14 to 16 °C (high
temperature cooling) for TABS due to its larger surface area (Pfafferott et al., 2007).

P = mTCCp,W(Tf,TC - Tr,TC) (4.44)

The temperature returning from the TC T, ¢ was measured every second and used for
the control of the LGs.

4.10.1 LG control

The LGs were controlled over an internal controller using a set-point temperature
Tt LG set to generate a thermal load Py, 1 such that the Py, gy, or Py, ¢ in experiments were
as close as possible to their forecasts created in Section 4.2. Py, |, was calculated using
(4.45) and (4.46) for summer and winter respectively. In summer the heating capacity
of the LGs was used,

PthLc = PencL — Pinrc (4.45)
while, in winter the cooling capacity was used:
PehLc = PuL — Pnrc (4.46)

Tt LG set Was then calculated using (4.47) or (4.48) in summer or winter respectively.
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_ Pth LG
Ttigset = Trre ¥ ——— (4.47)
mrcCpw
_ PihLG
Tf,LG,set - Tr,TC - = (4'48)
mrcCp,w

4.10.2 Three-way mixing valve control

Since the HL and CL were generated using the HiL set-up with a mixing valve, the
models for the loads were developed by applying the first law of thermodynamics and
the law of fluid mixing as shown in Fig. 4-40.

. A"B SIAB @

A
I

__4___L__<.__J

Fig. 4-40 Operation of a three-way mixing valve with fluid mixing

The temperature in mixed circuit AB is given by (4.49).

_ maTa+mpgTg
TaB = =g (4.49)
Drawing an analogy to the above figure for the INES test set-up, water was extracted
from the respective tanks for heating at T¢y;, or cooling at T¢y, in circuit A and mixed
with water returning from the loads in circuit B to achieve the set-point temperature
Tt1c set in circuit AB. The information flow diagram for the mixing valve model is shown

in Fig. 4-41.

T, ) HL-Parameters |_, T, Te o — CL-Parameters | T, oL
P * Myc P * My
Eh HL— ¢ To 1 set > Iy th Ch—> ¢ T¢ 1c, set Mey,

Fig. 4-41 Information flow diagrams for the HL and CL models based on a three-way mixing valve

Under following assumptions:

« the feed line temperature T¢ ¢ ser and mass flow mr¢ in the test chamber circuit is
constant,

- the temperature of water returning to the tanks T, g, or Ty ¢, is the same as the
temperature achieved by the LG (T¢1 g set),

e Tt > Tercset in winter and Tereget < Tgcr in summer,

and combining (4.45) to (4.49) the mass of water taken from the CTES or HTES for
covering loads Py, ¢, or Py, g, was calculated using (4.50) or (4.51) respectively.
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e = Pth,cLMTC (4.50)
CL mrccpw(TeTcset — TrcL)+Pth,cL

e = PthHLTTC (4.51)
HL ™ ghrc cpw(TeHL — TETC set) +Pth HL

411 Model evaluation results

Examination and qualification of models can be done by using analytical tools, by
comparison with other simulations or by empirical tests (Felsmann, 2002).
Comprehensive qualitative and quantitative evaluation of the models’ performance was
done using extensive experiments (step-response tests and long-duration tests) under
changing independent variables such as ambient temperatures, initial tank
temperatures, load profiles, and control signals. For qualitative evaluation, time-series
plots and scatter plots were examined for behaviour consistent with the expected
response. For quantitative evaluation, typical model evaluation metrics in the HVAC field
were calculated. However, the overall focus for the evaluation was to check if sufficient
accuracy was achieved for implementing the models in an optimal scheduling problem
and justified their lower complexity. To ensure homogeneity in comparison of simulation
and experimental results, the measured values of ambient temperature and thermal
loads were input as look-up tables for the simulations.

The Dassl integrator in OpenModelica was applied with a time-step of 60 seconds
(experimental data also collected at 60 seconds interval). Conventional control of the
machine was simulated and the results were saved onto a CSV file. The tank models were
discretised into 10 layers for each temperature sensor. The HT with 9 temperatures
sensors was discretised into 90 layers and the CT with 4 sensors was discretised into 40
layers. The load was connected to layer 6 and correspondingly the tank model parameter
“LoadLayer” was set at 60.

4.11.1 Simulation of operation modes

Examples of time-series plots for simulation tests of the four main operational modes
representing all the components are shown in Fig. 4-42to Fig. 4-45.

Test 1 (AdC operation): A summer electricity production (SEP) was simulated. In this
mode, excess heat from the CHP is stored in the HTES and is used to drive the AdC and
cool down the CTES. Similar to the experiment, a homogeneous temperature of 60.3 °C
in the HTES and 16.6 °C in the CTES was used to initialise the simulation. The AdC model
parameters Upqcr, Vadcm and vagcy were set at 1.7 m*/h, 4.3 m®/h and 1.3 m*/h
respectively. These values were measured during the functional tests.
A control signal of 1.5 V was applied to the OC and the volume flow in the OC circuit was
4.9 m®/h. The AdC was switched on at Time = 0 min and Tery min Was set at 12 °C for
conventional control of the AdC. A 7-minute average of the circuit temperatures and
thermal powers was utilised to filter the noise in the measured data due to the periodic
behaviour of the AdC. The results of simulation are shown in Fig. 4-42.
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Two temperatures in the CTES (T¢T1 meas at the bottom and Ty meas at the top) are
shown in Fig. 4-42 (a). In addition, three temperatures in the HTES (Tyr1 meas» THTS5 meas
& TyT7 meas), With Tyrg meas being at the bottom of the tank and Tyr; meas cOrresponding
to the hot feed to the AdC are shown. The stratified cooling of both tanks is observed in
reality and in simulation. The simulated values of the HTES temperatures Tyrq sim,
Tyrs,sim and Tyry sim follow the pattern of the measured values with lower layer cooling
first. Similar behaviour is observed for T¢rq sim and Tera sim- A deviation in the range of
1 to 4 K is noted for the tank temperatures. The AdC ran for 110 minutes in reality
compared to the 114 minutes in simulation to achieve T¢ry min. This is also observed in
the Py adcLmeas Plotted on the secondary y-axis as it becomes zero after 110 minutes
whereas the simulated Py, aqc 1sim 1S zero after 114 minutes. As in the experiment, the
simulated cooling power reduces over time with the tanks cooling down and more
unfavourable conditions for the AdC arise. Although this part-load operation is covered
by the model, the cyclic cooling production or change in cycle times is not simulated as
observed in the measured values.

The circuit temperatures corresponding to the tank temperatures are plotted in
Fig. 4-42 (b). The periodic behaviour of the circuit temperatures is not observed in
simulation results, but consistent with the assumption, this is noticed to be damped in
the tank temperatures. The measured T¢aqcHmeas does not follow the typical cyclic
pattern after Time = 85 min since the AdC is then operating at highly unfavourable
conditions of Ty aqcy < 55°C and the internal controller has increased the cycle time.
This behaviour is not observed in the simulated results.

The absolute error between simulated and experimental values is 2.5 kWhw (26% of
measured value) for total cooling energy produced and 0.12 kWhe (37% of measured
value) for electrical consumption.
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Fig 4-42 Experimental and simulation data for the SEP mode, (a) Tank temperatures, (b) AdC circuit
temperatures. Measured values (solid lines) and simulation results (dashed lines). The AdC was
switched on at Time = 0 min

Test 2 (CHP operation): A winter electricity production (WEP) mode was simulated.
In this mode, the heat from CHP is stored in the HTES and is used to cover the HL.
Similar to the experiment, an initially mixed HTES at 43°C was used for the simulation.
The CHP model parameters Pej cyp nom and P cap nom Were set to 5.3 KWerand 10.5 kWi
respectively (cf Table 4-1). el nom and Ny nom Were set to 30% and 66% respectively,
and the HCVp e was set as 12 kWh/m? assuming a gas CHP (Bundesnetzagentur, 2019).
The CHP was switched on at Time = 0 min and Tyrichgpmax Was set at 72 °C.
The simulation results are shown in Fig. 4-43.

Three temperatures in the hot tank (Tyr1 meas) THT5 meas & THT9,meas) With TyT1 meas
being at the bottom of the tank are shown in Fig. 4-43 (a). A visual comparison shows
temperature deviation in the range 1 to 6 K in the HTES temperatures.
Thermal stratification behaviour is observed both in the experimental and simulation
results. The main outputs of the CHP model are the feedline temperature leaving the CHP
Tt cup sim» the (internally controlled) water volume flow ¥cyp sim, and fuel consumption
Vfyelsim aS shown in Fig. 4-43 (b). Visual analysis shows good accuracy for all outputs in
the steady state. The dynamic behaviour of the CHP’s thermal power Py, cyp meas during
the start-up phase is also observed in the simulated Py, cyp sim- This deviates from the
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measured value by ca. 1 kW for the first 60 minutes and then a better fit is noticed in
steady state.

The simulated electrical power Pgjcppsim Shows a static response whereas the
measured Pej cyp meas displays a quasi-static response. With the hysteresis logic the CHP
turns off when Tyt meas reaches Tyrq cupmax- This occurs after 446 minutes in the
experiment and after 453 minutes in the simulation.

Although the simulated thermal power and volume flow do not turn zero due to the
dynamic equations, the formulation in (4.5) ensures that no mass flow occurs when the
CHP is turned off and hence the HTES is not affected.

The absolute error between simulated and experimental values is 5.5 kWhw (7% of
measured value) for total heating energy produced, 2.1 kWhe (5% of measured value)
for total electrical energy produced, and 0.02 m?® (0.1% of measured value) for fuel
consumption.
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Fig 4-43 Experimental and simulation results for the WEP mode, (a) HTES temperatures and CHP
powers, (b) CHP circuit temperatures and volume flow. Measured values (solid lines) and simulation
results (dashed lines). The CHP was switched on at Time = 0 min
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Test 3 (CC operation): A summer electricity consumption (SEC) mode was simulated.
In this mode, the cooling power of the CC Py, cc e meas Charges the CTES and satisfies the
CL. Similar to the experiment a homogeneous temperature of 28 °C in the CTES was used
to initialise the simulation. The CC model parameters v¢c . and vcc . were set at 2.6 m*®/h
and 2.4 m?/h respectively as measured during the functional tests. A control signal of 10
V was applied to the OC. The CC was switched on at Time = 0 min and T¢r4 min Was set at
8 °C.

The four temperatures in the CTES (T¢t1 meas t0 TcTameas With Ter1 meas at bottom)
are shown in Fig. 4-44(a). Stratified cooling is simulated in the cold tank similar to the
real case. Other outputs of the CC model are the chilled water temperature T ¢ 1 sim and
the cooling power Py, ccLsim as shown in Fig. 4-44 (a & b). Additionally, the circuit
temperatures of the OC model are shown.

The OC cools down the T;, g¢ meas in its return-line to almost the ambient temperature
Tamp before feeding it back to the CC as T¢gc meas- This is in accordance to the fact that
the OC is operating at its maximum speed due to the 10 V signal. A similar temperature
pattern is observed in the OC model output Tiocsim Sshown inFig 4-44 (D).
A visual comparison shows temperature deviation of less than 2.5 K in the tank
temperatures and in the circuit temperatures. The cooling power is over-estimated in
the first 60 minutes, as the CTES is warmer than 25 °C. In this particular region, the
temperature in the evaporator inlet is outside the range of the curve fit for Py, cc e meas
(-5°Cto 25 °C) and an inaccurate extrapolation leads to the over-estimation.

Pih.ccesim displays static behaviour while Py ccemeas displays a quasi-static
behaviour with a relatively short delay time of approx. 1 minute. Another characteristic
simulated is the part-load behaviour with decrease in cooling power as the CTES
temperatures decrease. In the experiment, the machine ran for 158 minutes and in
simulation for 163 minutes before turning off due to achieving set temperature Tcry min-
The electrical consumption of the machine during this period Pg) rup meas iS simulated
with high accuracy as displayed by Pej rup sim-

The absolute error between simulated and experimental values is 4.9 kWhw (10% of
measured value) for total cooling energy produced and 0.15 kWhe (1% of measured
value) for total electrical consumption (Pejrgp + Pelaux T Peloc)-
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Fig. 4-44 Experimental and simulation results for the SEC mode, (a) CTES temperatures and CC power,
(b) CCand OC circuit temperatures. Measured values (solid lines) and simulation results (dashed lines).
The CC was switched on at Time = 0 min

Test 4 (HP operation): The winter electricity consumption (WEC) mode was simulated.
In this mode, the heating power of the HP Py, yp c meas Charges the HTES. In contrast to
the previous tests a switching cycle was implemented for the HP, wherein it was
switched on at Time = 0 min and after running for 60 minutes it was shut-down for 30
minutes and repeated twice. The switching cycle was also implemented in the simulation
with an initial temperature of 20 °C in the HTES. The HP model parameters vyp . and
Unp e Were set to their measured values of 2.7 m®/h and 2.4 m®/h respectively. A control
signal of 1.5 V was applied to the OC and the volume flow in the OC circuit vg¢c was 4.8
m?/h. The simulation results are shown in Fig. 4-45,

Three temperatures in the hot tank (Tyt1 meas» THTS,meas & THT9 meas) With TyT1 meas
being at the bottom of the tank are shown. Thermal stratification in HTES is observed
both in the experimental and simulation results. Furthermore, the quasi-static behaviour
of the HP’s thermal power Py, yp c meas during each start-up phase is also observed and is
modelled as a static behaviour seen in Py, gp ¢ sim- The results fit better during steady
state operation. The electrical consumption of the machine Py ryp meas is also simulated
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with high accuracy as displayed by Pe rup sim- In the experiment when the HP turns off
the HTES temperatures stay stable since no HL is connected and this is also seen in the
simulation results.

The absolute error between simulated and experimental values is 0.34 kWhw (0.8% of
measured value) for total heating energy produced and 0.04 kWhe (0.2% of measured
value) for the total electrical consumption (Pejrup + Pejaux + Peroc)-
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Fig 4-45 Experimental and simulation results for the WEC mode with HTES temperatures and HP
powers for a HP switching schedule(switched on at Time = 0 min, run for 60 minutes, shut-down for
30 minutes, repeat)

4.11.2 Scatter-plots

A scatter plot based analysis for circuit temperatures, tank temperatures, and volume
flows was implemented by G. Salvalai to validate a heat pump model (Salvalai, 2012).
This was adapted to evaluate the simulation results in this work (but for sake of
simplicity only) for tank temperatures because they are the hydraulic and thermal
interface between the source and load sides and capture the complex physical
interactions in the energy system. Examples of scatter plots for data collected over
multiple simulation tests are shown in Fig. 4-46. Here, Tyts is analysed for operation
modes with heating machines and T, for operation modes with chillers.

Data was analysed for 6.5 hours of AdC operation, 20 hours of CHP operation, 8.5 hours
of CC operation and 12 hours of HP operation. It is seen that in most cases the estimated
value of tank temperatures was within +/- 10% of the measured value. This is
considered as an acceptable fit in the proposed qualitative analysis. A higher deviation is
observed in the CHP test (Fig. 4-46 b) when the Tyrs is over-estimated and deviates 12
to 14% at temperatures between 45 to 55 °C. For the chillers, a deviation of approx. 15%
is observed in the summer scenario at a lower temperature range and amounts to 1.5 K.
An inaccurate extrapolation of the curve fit models was observed in this region. The
formation of significant thermoclines in the tanks during CHP, CC, and HP operation is
noticed in the wave-type illustration of the data points.
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Fig 4-46 Estimated values versus measured values for the relevant tank temperature and a range of
+/- 10% of measured value for (a) AdC, (b) CHP, (c) CC, and (d) HP

4.11.3 Quantitative analysis

For the quantitative analysis, the following commonly used performance indicators or
metrics in HVAC simulation were calculated (Afram and Janabi-Sharifi, 2015a):

2

NRMSRE = mj\;{ min (452)
2
N oy (YN TN
7'2 — NYi—1Yi¥i —~Qi=1 Vi) Xi=1Yi) (453)

\/N(zéilyiz)—(ziilyi)z NEL, viH-(EK,5i)’

MAE = 'yl'v—” (4.54)
where,
NRMSRE - Normalised root mean squared relative error

r2- Coefficient of determination calculated as square of the Pearson product moment
correlation coefficient

MAE - Mean absolute error
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N - Number of data points

y;- it measured value

y; - ith predicted value

y- Arithmetic mean of measured values data set
y*- Arithmetic mean of predicted values data set
Ymax- Maximum value of y in entire data set
Ymin- Minimum value of y in entire data set

Experimental data used for fitting the models was not used for their evaluation.
The fits are considered good when NRMSRE and MAE are close to zero and 2 is close to
one. Data from 6 hours of AdC tests, 20 hours of CHP tests, 8.5 hours of CC tests and
8 hours of HP tests was accumulated and the evaluation metrics for some of the main
model outputs were calculated.

50 o @)AdC 5.0 o (o)ceb

S T T R 4.5 e
. O e o N B e T
5 3.5 b T B 3.
T T O S e B B B T S S
N Y S S T 0
Y ——— R
2100 b 210

0.5 promoprmoommmm oo 0.5

0.0 | mEE 0.0

NRMSRE

| Pth,AdC,L Pth,CHP

5.0 (e CC 5.0

T B 4.5

4.0 b 4.0
3.5 b B3 5
‘T 3.0 e 30
A T 2.5
£ 2.0 b 5200

O e e 1.0

0.5 [rrogrrococsooonchonzgpionend 0.5 :

0.0 B e S I 1 ‘ 0.0 e (]

NRMSRE NRMSRE r2

EPth,CC,e uPel,RHP BT, oc DTf,CC,e EE'PthrHP,c I'Pel,RHP GTf,HP,e

Fig. 4-47 Evaluation metrics for (a) AdC outputs, (b) CHP outputs, (c) CC outputs, and (d) HP outputs

Results of the AdC model are shown in Fig. 4-47 (a). The values for T, show best fits
with NRMSRE of 0.11, 7% of 0.96, and MAE of 0.37 K. The direct model outputs, Py, aqc.i.
and Pe aqc have NRMSRE and r? < 0.4. Their MAEs are 1.5 kWw and 0.07 kW
respectively. The MAE for Tyrs is 2.5 K and has a higher variation in data.

In Fig. 4-47 (b), the results of the CHP model are shown. The values for vcyp and vg,q
have NRMSRE < 0.2, r?’< 0.3, and MAE < 0.1 m3/h. The power outputs,
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Pgcup and Pejcyp have a NRMSRE < 0.2. Py cyp has a better r? than Pecyp.
Their MAEs are ca. 0.6 KWw and 0.3 kWe respectively.

In Fig. 4-47 (c), the results of the CC model are shown. The chilled water temperature
Ttcce Shows a good fit with NRMSRE = 0.06, r* = 0.96, and MAE = 1.04 K
The Py, cce has a NRMSRE of 0.25, % of 0.39 and MAE of 1.3 kW, One of the main
outputs of the OC model (T¢ o) working in tandem with the CCis also shown. Its NRMSRE
is 0.17,7%is 0.75 and MAE is 0.5 K. More importantly, the electrical consumption Pgj gyp
also shows agreeable values.

Results of the HP model are shown in Fig. 4-47 (d). The data for Tyyp . shows a good
fit withNRMSRE of 0.16, r% of 0.91 even though, its MAE is 3.8 K. The direct model
outputs, Py, yp e and Trype have a NRMSRE > 0.18 and a r? < 0.5 and their MAE's are
1.0 kWw and 1.6 Krespectively. More importantly, the electrical consumption P gyp also
shows agreeable values with NRMSRE < 0.16 and MAE < 0.3.

4.,11.4 Discussion of simulation results

Results in the time-series plots (Fig. 4-42 to Fig. 4-45) show a good fit of the tank
temperatures and other main outputs of the component models in all different modes of
operation. This demonstrates the ability of the individual models to work in tandem and
simulate the complex hydraulic and thermodynamic interactions in the plant. However,
there are certain limitations of the models and possible improvements can be
summarised into the following points:

Static models for AdC and RHP: The static models for these components compromise
on accuracy, especially for the AdC since the periodic behaviour and start-up cycles are
not simulated. However, they benefit from lower complexity needed for application in a
MPC based supervisory controller. Furthermore, the static models for AdC and RHP can
be justified by the fact that the time-constants of these components are typically smaller
than 5 minutes. For plant operations having two to three start-up/shut-down cycles over
an entire day, it may not be necessary to model these transient dynamics.

Discretisations of tank volume: The tank model parameter Ny, is used to define the
number of layers in the tank i.e. the number of discretisations of the tank model.
The deviations above the acceptable +/- 10% range noticed in Fig. 4-46 could be reduced
by further discretising the tank volume i.e. reducing the discretisation error.
For instance, simulating with 900 layers instead of 90 layers in the HTES as done in this
chapter. However, in context of the MPC application, this may add to critical computation
costs. On the other hand, fewer discretisations may lead to further loss of accuracy.
Ultimately, a balance between model size and accuracy must be made. A separate
mathematical analysis for accuracy and speed of computation will be necessary to
identify the optimal number of discretisations. For sake of brevity, one layer per
temperature sensor in the tanks is used for the MPC application in this work (see Section
6.1).
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Quality of parameterisation data: The accuracy of individual outputs could be
improved further by using more high-quality data for fitting the coefficients and reducing
inaccurate extrapolation. Larger steady state datasets, accurate catalogue data, or data
generated through optimal experimental design techniques should be used. For instance,
the deviation in CC and HP models is partly due to the fitting of capacity curves as
functions of the inlet temperatures although the manufacturer data sheets provide data
based on outlet temperatures (cf Appendix B.2.4).

Effect of neglecting thermal losses: The general assumption to neglect calculation of
thermal losses over the pipes and armatures reduced the accuracy of the results.
For instance, the net thermal power of CHP charging the HTES was ca. 10% lower than
the nominal power due to thermal losses in the pipes and is reflected in Fig. 4-47 (b).
The effect of these losses is not quantified in detail and should be included in future
studies either as a physics-based model or as a thermal loss parameter.

No particular metric is suitable for evaluation of all the variables: The NRMSRE, r? and
MAE methods are used for quantitative analysis and the results in Fig. 4-47 compliment
the individual examples in Fig 4-42to Fig. 4-45. However, it is seen that no particular
metric is suitable for evaluation of all the variables and quantitative analysis should be
performed in context of the problem formulation based on the developer’s criteria. This
is consistent with existing conclusions (Fumo and Rafe Biswas, 2015) that the key
performance indicator for assessing quality of the model should be chosen based on the
developer’s criteria. During the analysis it is observed that NRMSRE and r? are sensitive
to the errors caused from mismatch of time-series or when neglecting dynamics of
components and hence may not be suitable for evaluating powers or volume flows, but
acceptable for evaluating tank temperatures. The MAE is easier to justify and interpret
in an engineering context since it directly associates with the physical quantity and is
more robust to outliers due to the averaging effect. Comparison of the different outputs
indicated that a NRMSRE value of less than 0.1, 7* > 0.95 and MAE < 10 % of measured
value are good fits within the scope of this work.

Sufficient accuracy of models for application in economic-MPC: The MAE for circuit
temperatures are in the range of 1.2 to 3.8 K (apprx. 1% to 10% of their typical values)
and the MAE for thermal capacities are in the range of 0.6 to 1.5 kW (6% to 15% of
their nominal values). The proposed models of AdC, CHP, and RHP are lesser accurate
compared to models in the literature but also have fewer parameters and states. Indeed,
they still are accurate enough for system wide simulations as can be deduced by the
values for the MAE between measured and simulated values of the final energy
consumption and tank temperatures for the different tests as shown in 7able 4-7.
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Table 4-7 MAE between measured and simulated values for final energy consumption and tank
temperatures over different tests

Component Quantity MAE Percentage of

measured
value

AdC Net electrical consumption 0.08 kWher (36%

CHP Total fuel consumed 0.21 m? 2%

cC Net electrical consumption 0.16 kiwher 2%

HP Net electrical consumption 1 kWher 10%

HTES Temperature in middle of hot tank [1.29 K 2%
Thrs

CTES Temperature in middle of cold tank [0.5 K 4%
Ter

The models are able to depict the consumption of final energy with high accuracy
except for the AdC model due to its lower electrical consumption (Pejagc = 0.12 kWey).
Another important variable from the MPC point of view is the tank temperature (system-
state) and this is depicted with high accuracy.

The quantitative and qualitative arguments support the application of the proposed
models for system-level simulation of trigeneration plants with multiple components
and thermal storages. Additionally, since the limited model errors can be alleviated
within the MPC loop and the less complexity and continuous differentiability can be
positively exploited, this model set can be applied in optimal scheduling with respect to
the energy market. However, they are rendered unsuitable for grid voltage or frequency
management based optimal scheduling problems. Furthermore, as the models use
promptly available data for parameter identification and reflect internal control and
part-load aspects of components, they satisfy the sought-after characteristics for real-
world applications.

4.12 Technical limitations of lab and lessons learned

Technical limitations arising due to the design of the components and hydraulic
connections in the lab are summarised as lessons learned in this section. Especially, the
factors influencing modelling accuracy and correspondingly performance of the MPC are
noted with an example. Planning and operational efficiency, model accuracy, and
controller stability could be improved in future works by considering these lessons
learned. The different points are organised under three main categories:

Construction of storage tanks: Storage is the hydraulic connection between the source
and load sides and its external and internal features significantly influence the
performance of the system. (a) Due to absence of baffle plates or porous plates at inlets
and outlets of the tank, certain turbulence effects could not be hindered. For instance,
the fluctuating effect of the periodic behaviour of the AdC in its chilled water circuit and
high temperature driving circuit could be observed in the feed-line circuit to the TC and
return-line circuit to the CHP respectively. These circuits are connected at the same
heights in their corresponding storage tanks (cf Appendix B.2.5). Although the
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fluctuation has negligible effect on the corresponding storage tank temperature
(ct Section 4.5.1), it adversely affects the control of the mixing valve to maintain a set-
point in the TC circuit and the control of the CHP. This behaviour is not captured by the
simplified models and also causes complications in measurement of thermal powers in
the load and CHP circuit (discussed in Chapter 7 & Chapter 8). The fluctuations could be
better mitigated if baffle plates are present instead of developing complex models to
capture the AdC dynamics. (b) Due to absence of a load connection at top of hot tank, a
part at the top (dead volume) is unusable. For instance, the tank connection for the AdC
high temperature circuit is between Tyrg and Ty, while Tyre remains unused during
most tests. This dead volume is not captured by the models. Either a connection for the
demand circuit should be made at the top most part of the tank or a dead volume energy
loss parameter should be included in the tank model.

Hydraulic connection for reversible heat pump: The reversible heat pump can operate
both as a chiller and a heat pump and its technically defined operation range is between
— 10 °Cand 20 °C for evaporator inlet and 20 °C and 50 °C for condenser inlet. (a) Due to
absence of an anti-freeze solution in the evaporator circuit, the operation of the heat
pump at INES is restricted to a lowest permissible evaporator inlet of 10 °C (cf. Section
4.8). To ensure a complete range of operation both the circuits must operate with a
glycol-water mixture and should be separated from water only circuits using heat
exchangers. (b) Due to absence of an internal switch-over mechanism between the
chiller and heat pump mode, the switch-over operation was retrofit with external valves,
pumps, and heat exchangers. Prior knowledge of the switch-over mechanism for the
specific machine should be collected in the functional description documents to avoid
expensive, time intensive or sub-optimal retrofits.

Temperature sensors and volume flow in secondary circuit of heat exchangers:
For parameterisation of the grey box models, data from commissioning tests and data
sheets is used. Due to the absence of instrumentation on the secondary side of the heat
exchangers accurate measurements for parameterisation and validation of their models
is not facilitated. For instance, due to absence of a flow meter between the hot tank and
the heat exchanger in the heat pump condenser circuit the constant volume flow in this
circuit (HP model parameter) is estimated and not measured, having adverse effects on
model accuracy. During the basic engineering phase, temperature sensors and volume
flow meters should be planned on both, primary and secondary side of the heat
exchangers.

4.13 Summary and outlook

This chapter described the experimental set-up of the INES trigeneration system and
the methodology for developing its control-oriented models. The automation level and
its communication to the field level is developed in LabVIEW®. A description of the plant
operation with the nine main components and the building automation and control
system was made using examples of functional tests. These tests included
step-responses, commissioning routines, and long-duration operations and the data was
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used to establish the operational parameters of components and interpret their complex
interactions from a physical and mechanical perspective. Engineering assumptions and
operational constraints were also identified during these tests. Furthermore, the
synthesis of thermal load profiles and electricity price profiles to be used in the
economic-MPC was illustrated with examples from the literature.

The grey-box modelling approach based on regression analysis and step-response
analysis was chosen to model the system. It enables parameter identification using data
directly available in the manufacturer’s catalogues or commissioning tests and facilitates
a balance between required accuracy and complexity of the models. An object-oriented,
physical modelling language, OpenModelica was used to develop the models and they
were tested against experimental data for plausibility and technical feasibility.

A thorough quantitative and qualitative evaluation of the simulation results revealed
that the models are capable of capturing part-load characteristics and nonlinear
behaviour of the components with sufficient accuracy without compromising on
complexity or generalisation capabilities. Accordingly, a simplified form of the model set
e.g. substituting the NTU-& method for the outdoor coil model by curve fits and reduction
of second degree models to first degree fits is adapted within a mixed integer optimal
control problem for economic-MPC of the system (c£ Chapter 6.1).

However, as a proof-of-concept of the INES building automation and control system, a
test case demonstration of model based control techniques using only the outdoor coil
circuit is done in the next chapter.
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5 Test Case with Model Based Controller for the Outdoor Coil

In this chapter, a working illustration for integrating a model based control logic in the
building automation and control system is given for developing the understanding of the
control architecture. A simplified application scenario with only the fan based outdoor
coil or recooler for the compression chiller was selected for this illustration. A standard
industrial controller, a PID controller and a model based controller were developed for
the recooler and tested in the INES experimental set-up. Performance characteristics e.g.
settling time, control difference, and frequency of control actions for the control loop
with the three controllers were compared. The model based controller demonstrated
energy savings and higher accuracy compared to the standard industrial controller and
was easier to set-up than a PID controller.

5.1 The controlled system

The outdoor coil (OC) operates as the heat sink for the condenser of the CC and is the
controlled system as shown in Fig. 5-1. It includes three variable-speed fan motors
consuming a maximum electrical power Pg ocmax Of 0.9 KkWe when operating at a
maximum speed RPMoc max 0f 480 RPM. At RPM( max the maximum mass flow of air
Mair(max), OVEr a total heat exchanger area Apc = 521.8 m?, is 46,300 kg/h. The actual
speed of the fans RPMg can be controlled with a 0 - 10 volt signal V¢ s¢r. The fluid in
the circuit is a 34% glycol-water mixture (brine) and has a constant nominal mass flow
mgc of 2703 kg/h. The ambient temperature sensor Ty, is installed near the OC, since
the OC is the system interface to the environment. The temperature entering (leaving)
the OC from the CC’s condenser circuit, Ty oc (Tfoc) is measured with a PT-500 sensor
and has a delay of approximately 1 minute.

___________________________________________________________

i @Tamb @Tr oc i
L A RPA | S\ To
o > - T, | condenser
i ! — - .-—*@ oc m,, 'circuit of
o 2.) -~ ' <> .\ CCM
o ]
i 1 1

4

1

1

1

—_——_——-—

VOC,set . Tf,OC,set
Fig. 5-1 Controlled system for the test case

For this test, the overall heat transfer coefficient Uy was assumed to be constant at
26 W/(m?-K). The control difference e between controlled variable T¢ o¢ and its set-point
Tt ocset Was calculated using (5.1).
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(5.1)

Table 5-1 shows selective research work done for controlling fan-coils and recoolers

e = Tf,OC,set - Tf,OC

in the HVAC field.

Table 5-1 Literature on control of fan-coils and cooling towers in HVAC systems
Controlled system

Reference

Controlled

Controller

Research adbjective

variable

(Bengea HVAC system of a Room temp. MPC to optimise Demonstration of
et al., medium-size office a variable optimal control and
2012) building in a field volume, dual- minimise energy
demonstration duct, multi- consumption of
zone HVAC unit entire system
(Ma et Cooling system for a |Storage MPC to decide Minimise electricity
al., university campus temp. optimal set-point |costs of entire
2009) with wet cooling temperatures and |system and maximise
towers, chillers and water mass flow COP of entire system
cold water storage rates for chiller
in a simulation and cooling tower
(Hosoz et |HVAC systems for two |[Room temp. |PID and ANFIS to |Comparison of PID
al., 0.5 m® chambers in a control damper-— and ANFIS algorithms
2011; lab set-up rates and fan-
Soyguder speed
and Alli,
2009)
(Teitel Ventilation fans Room temp. |On-Off and VED to |Comparison of on-off
et al., with a variable- and control fan-speed |and VFD algorithms
2008) speed drive unit and |humidity
an on-off unit for a
greenhouse and
poultry house in a
field demonstration
(Tianyi Fan coil units with |Room temp. |[DRECM to control |Minimise energy
et al., three speeds and an fan-speed and consumption of
2011) electric on-off water mass—flow entire system
valve for a 10m? rate
area in an
experimental set-up
(Wemhoff, |Two—room HVAC system Room temp. |PID to control Minimise energy
2012) with a 1.5 kW different consumption and
chiller and a equipment of the |study the effect of
variable-speed fan HVAC system calibration of PID
in a simulation coefficients on
energy savings
(Yu and Cooling system with |Condenser |MBC to control Maximise COP of the
Chan, air-cooled chiller inlet fan speed of chiller
2007) and cooling tower temp. cooling tower
with three speeds in
a simulation
environment

ANFIS (Adaptive Network Based Fuzzy Inference System), DRFCM (Duty Ratio Fuzzy Control Method), VFD (Variable

Frequency Drive)
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Classical on-off controllers are most widely implemented due to their simplicity but
they are unable to control moving processes with delays and can lead to energy wastage
especially in transition seasons. Proportional integral derivative (PID) controllers yield
promising results but their performance can degrade if the operating conditions of the
systems vary from the tuning conditions. Additionally, the tuning of PID controllers can
be excessively time-consuming and often requires extensive engineering knowledge of
the system (Afram and Janabi-Sharifi, 2014a). There is a lack of practical
implementation, evaluation, and comparison of conventional and modern controllers for
HVAC recoolers.

5.2 The control loop

A reference controller, a PID controller, and a model based controller (MBC) were
developed by applying their basic theoretical concepts without further tuning (Sawant
et al., 2020b). A direct comparison of the methodologies was done and the controller
design process was evaluated.

The controllers were programmed on the automation level of the BAC system
explained in Chapter 4and a control loop was formed together with the plant on the field
level.

5.2.1 Reference controller

The reference controller implemented in this work applied a Vet 0f 10 V when the
OC was on or Vg et 0f 0 V when it was off. This simple logic is meant to represent a
controller in building systems where the OC is expected to operate at its maximum speed
when T, is more than 25 °C.

5.2.2 PID controller

A PID controller was designed using the Ziegler-Nicholson method and implemented
using the PID palette from the “Control and Simulation” toolbox in LabVIEW®.
The following controlled system characteristics (averaged values) were calculated after
performing a step-response analysis by changing the manipulated variable V¢ g¢¢ from
0 to 10 V at different ambient temperatures ranging from ca. 24 to 28 °C.

etime-constant Tgoc = 150 s,
egain Ks oc = -2.2 K/V,
edelay time Tyoc = 60 s.

The characteristics of the PID controller were calculated as follows:

eproportional gain K¢ =-1.63 V/K,
eintegral-action time T, oc =120,
ederivative-action time T, oc = 25.2 s.
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The control loop shown in Fig. 5-2 was set-up in 40 person-hours with intermediate
LabVIEW® skills. Most time was needed for the step-response tests and no further
tuning was done. A tolerance limit for e was implemented within which the V¢ ge¢ did
not change to avoid excessive control actions.

N To
condenser
circuit of
N\ CCM

Fig. 5-2 PID control loop

5.2.3 Model based controller (MBC)

The MBC was designed as a simple open-loop controller implemented with the
Mathscript module in an iterative loop in LabVIEW® and was based on the static NTU-¢
model of the OC (cf. Chapter 4). The control logic is shown as a flow-chart in Fig 5-3.

Step 1: At a given sampling time, if magnitude of measured error e is greater than
tolerance, then the MBC logic is executed in steps 2 to 5 or else, the current Vet is
repeated for the duration of the sampling time (also called the control time-step).

Step 2: On executing the MBC logic, the controller reads the current measurements
of Ty oc and Ty, to be used as model inputs and the current Vycser to be used as the
initial control Vi set init-

Step 3: The OC model is used to calculate the estimated temperature leaving the OC
Ttoc sim and the corresponding estimated error eg;,,, based on inputs from step 2.

Step 4: When magnitude of estimated eg;,, is greater than tolerance limit, then Step 5
is followed, else the latest value of a virtual control signal V¢ ¢ iteratively generated in

Step 3 and Step 5 is applied as the real control signal Vi get-

Step 5: If the eg;,, is negative, then Vg ;o used in Step 3 is incremented by 0.01 V else,
it is decremented by 0.01 V. The new Vg ¢ is coerced between 1 and 10 V and used in
Step 2 again. Step 5 is repeated at 100 milliseconds to reduce processor utilisation.
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Fig. 5-3 Control logic of the MBC controller

The MBC is an open-loop controller in which the latest value of the controlled variable
Ttoc is not fed back into the controller as shown in the control loop in Fig. 5-4
The controller was set-up in 0.45 person-hours with intermediate LabVIEW® skills and
no further tuning was done. The parameters necessary for the model were directly
available in the OC data sheet.
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Fig. 5-4 MBC control loop based on the OC model (ct. Chapter 4) and the current measurements Tt

amb’
TJ,;EC, and i1 as its inputs

5.3 Control architecture

The MBC was implemented in a control architecture shown in Fig. 5-5. When the
algorithm is started by the supervisory controller or manually from the management
level, then it is executed in the following steps:

Step 1: The MBC loop is set up by establishing a connection to the OPC server for
collecting measured data and generating an initial control value. The initial control value
is used for the first iteration of the MBC loop and can be entered manually or the default
value of 10 V is used.

Step 2: The MBC control logic shown previously in Fig. 5-3is executed to generate the
appropriate control signal.

Step 3: The control signal is applied on the field level to the plant (OC) for the duration
of time remaining until end of the sampling time. This is calculated by subtracting the
time elapsed in Step 2 from the total sampling time.

Step 4: After waiting for time remaining until end of sampling time, the next sampling
instance occurs and the measurements of the process variables relevant to the MBC are
updated.

Step 5: The updated measurements and the previous control signal are collected as
variables and parameters for the MBC loop. These are needed as the initial model inputs
and control value.
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Fig. 5-5 Control architecture to implement the MBC loop in the INES building automation and control
system

5.4  Experimental results

Two methods were used to compare the performance and efficiency of the controllers:
(a) steady state operation using fixed set-point control, (b) step-response analysis at
varying ambient temperatures.

For the first method, a set-point T¢ ¢ set 0f 30°C was applied. This value was used in
accordance to the datasheet of the CC (Daikin Europe, 2016). A tolerance limit of
+/- 0.3 K was implemented for the e in both PID and MBC. The sampling time for the
MBC was set at 3 seconds.

The results of a test with approx. 5 hours of steady state operation with the reference
controller, PID, and MBC individually is shown in Fig 5-6. The ambient temperature
varies between 21 °C and 32 °C and cold tank temperatures are maintained between
25 °C and 26 °C. The reference controller cooled the T¢nc to the ambient temperature
regardless of the T¢gc 5ot Whereas, the PID and MBC reasonably maintain the set-point.
The T¢oc controlled by PID oscillates at lower ambient temperature and is more stable
after T, is higher than 26 °C while the MBC output stays relatively smooth and
continuous throughout.

118



5-Test Case with Model Based Controller for the Outdoor Coil

The electrical consumption of the CC and OC together was 20.03 kWhe for the
reference controller, 17.20 kWhe for PID, and 17.29 kWhe for MBC over the 5 hours.
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Fig. 5-6 Sample data set for steady state operation with the three controllers

Data from multiple tests was analysed to establish the relationship between the
manipulated variable or control signal Vp¢ se¢ and the interference variable Ty, for the
three controllers. The average Vy st Was calculated using data points at +/- 0.5 K of the
measured T,p-

The results are shown in Fig. 5-7with error bars representing the standard deviation
of Vocset- A larger standard deviation indicates higher fluctuation or change-of-value in
the control signal. The PID controller shows steady increase in the control signal with
T.mp but a larger standard deviation especially at lower ambient temperatures. This is
in accordance with behaviour of the PID controller from Fig. 5-6. The MBC volt signal for
the OC also increases steadily with the ambient temperature but its magnitude tends to
be lesser than the equivalent PID signal. Comparatively, the MBC has lower fluctuation
of control actions except at 30 °C since this includes data from 29.5 °C to 30.5 °C. At Typ
below 30°C the MBC significantly tries to control the OC to achieve the Tt g set, however,
at T,,p above 30 °C the MBC generates a steady 10 V signal. In contrast, the PID takes
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inessential control actions at higher ambient temperatures as seen in the standard
deviation of the control signal.

*******************************************************************************************************************

23 24 25 26 27 28
Tamb [ OC]
EIReference @OPID OMBC

Fig. 5-7 Average control signal values of the three controllers at different ambient temperatures

Additionally, the relationship between the average control difference and the Ty, is
plotted in Fig. 5-8. The reference controller has the highest error at lower ambient
temperatures and it decreases as T,,,,, approaches 30 °C. The PID controller has a larger
standard deviation but lower average error compared to MBC. The PID is most accurate
when T,,,p, lies between 27 °C and 29 °C. The error for MBC is positive at lower T,p
when slight overcooling occurs and becomes negative as T,,,;, rises when undercooling
occurs.

[
o

Control difference
(@)

EIReference MHPID OMBC

Fig. 5-8 Average control difference with the three controllers at different ambient temperatures

As Tymp is greater than 30 °C a negative error is noticed for all controllers, since the
dry-cooling OC cannot cool the working fluid below the Tj,,-

For the second method, a step-response analysis was done to examine the average
time-constant of the controllers. In Case-1, a disturbance was introduced by turning off
the OC until T¢qc reached 40 °C and then turning it on with T¢gc st = 35 °C. In Case-2,
the OC was operated with V¢ ger = 10 V without a controller until T¢ o reached 25 °C
and then a controller was turned on with T st = 30 °C. Table 5-2 shows the average
results collected for multiple tests of the two cases. In both the cases, the PID was able to
respond faster than the MBC by approximately one minute.
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Table 5-2 Average time-constant (in seconds) for different step-responses of the respective controlled
loop

Case type PID MBC
Case-1 131 s 219 s

Case-2 187 s 244 s

5.5 Discussions

The reference conventional controller used in this work was easy to implement and is
the standard practice in building HVAC. It is appropriate for the OC to run at maximum
speed in summer months with higher ambient temperatures to achieve a set-point close
to the ambient temperature. However, during transition seasons, energy is wasted as the
medium is over cooled when the set-point is above the cooler ambient temperature as
shown in Fig. 5-6.

The accuracy of the PID controller was highest for ambient temperatures between
24 °C to 29 °C since it was set-up in this region. Outside this zone, the controller
deteriorated but was within acceptable limits of 30 °C +/- 2 K as recommended by the
manufacturer of the CC.

The accuracy of MBC was comparable to the PID and stayed within the acceptable
limits, while using less fluctuating controller outputs (benefitting the OC hardware).
However, the MBC was slower than the PID, which is acceptable only in systems with less
fluctuations and more thermal inertia. The speed could be improved by reducing the loop
time of 100 ms in Step 5 or increasing the magnitude of correction for Vg e, €.g. from
0.01 V to 0.1 V. The Vycser for the MBC stays constant even when error increases as
deduced by the smaller standard deviation of data in Fig. 5-7. This occurs since it is an
open-loop controller and the assumptions in the OC model lead to inaccuracies.

5.6 Summary and outlook

Three different controllers for the outdoor coil (OC) were programmed on the
automation level of the BAC system explained in Chapter 4 and the resulting control
loops were compared in a real-world environment. A conventional controller was
compared against a PID and a model based controller (MBC). Following information was
collected during the set-up and testing phase:

eDue to absence of a storage element (in this test case) that could be predictively
controlled, extension of the MBC to predictive control was considered unnecessary,

eThe PID control loop was set-up in 40 person-hours with intermediate LabVIEW®
skills whereas the MBC was set-up in 0.45 person hours,

eMultiple step-response tests were necessary for parameterising the PID controller
whereas the parameters for the MBC controller were promptly available in the
datasheet of the OC,
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eThe PID and MBC were not only more accurate but also saved 14.5% and 14.1%
respectively in electricity consumption,

oA further saving in energy can be expected in transition seasons when the ambient
temperature is lower than the set-point of the CC condenser inlet.

Other strengths and weaknesses of the controllers are summarised in 7able 5-3.

Table 5-3 Summary of strengths and weaknesses of the three controllers

Control Efforts for Self-learning Accuracy Fluctuation Settling Energy
set-up capabilities time consumption
Ref. ++ — — ++ ++ —
PID — + ++ - ++ +
MBC + ++ + + + +
“4+” = strength, “-” = weakness. Efforts for set-up: time required and practical parameterisation. Fluctuation: Change-of-

value of control signal.

MBC shows potential improvement over PID controllers as they are easier to set-up
and generalise. These advantages have been reported in the literature and are now
experimentally recognised. MBC’s accuracy could be improved further by better
parameterisation of the model, dynamic modelling of the system, or extending it into a
closed-loop controller. These measures should be less complicated and more time-
efficient as they are only software related corrections compared to hardware related
issues of tuning the PID for different operational ranges and for different conditions or
systems. The PID and MBC controllers should be used instead of conventional on-off
methods either in green-field or retrofit scenarios to save operating costs and hardware
degradation. The experience with setting up the MBC loop using the BAC system and
extending the model based approach to use predictive nature of thermal storages is
investigated in the next chapter for applying MPC to the entire system.
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6 Development of the Optimal Control Framework for the Trigeneration System

The application of a conventional on-off controller, PID controller, and a model based
controller for the outdoor coil was shown in the previous chapter. In the test case, the
control architecture for implementing a component’s model to control its output was
demonstrated and basic requirements to apply predictive control were identified. In this
chapter, the control architecture is extended to control the entire trigeneration system
predictively by including forecasts, an optimisation problem, and physically motivated
system constraints. A mixed integer optimal control problem using implicit economic-
MPC is developed in a receding horizon scheme. All constraints are relaxed using slack
variables to ensure feasibility of the problem and yet have a hardware-friendly operation
(ct Chapter 3). The control logic and the architecture are explained in a flow chart while
the complex MPC model with system states, constraints, parameters, and controls is also
summarised.

6.1 Models and constraints for the MPC problem

The nonlinear grey-box models developed in Chapter 4 were used to form the
economic-MPCproblem for optimal scheduling of the trigeneration system. Although the
models fulfilled necessary characteristics in terms of straightforward parameterisation
capabilities and continuous differentiability (cf. Chapter 3), they were simplified further
before applying in the optimisation routine.

Remark on nonlinearity of models in MPC: The quantification of increasing complexity
with increasing nonlinearity of models is possible through certain methods e.g.
parametric bootstrap and generalised degrees of freedom (Diehl, 2014b; Steyerberg et
al, 2001). However, a common consensus in the research community regarding
increasing model nonlinearity (exponential functions or higher degree polynomials) is:
(a) the computation efforts for finding global optimums increase, (b) the reliability of
nonlinear programming solvers reduces, and (c) the nonlinear systems identification
techniques are less effective (Serale et al., 2018; Wang and Ma, 2008).

Model simplification: The models were simplified primarily to reduce their
nonlinearity and computation efforts.

eFirst degree polynomials for curve fits of RHP

The second degree polynomials to calculate the heating power Py, yp ¢, cooling power
Pihcce and power consumption Pg gryp of the RHP in (4.31), (4.32), and (4.33) were
replaced by first degree polynomials in (6.1), (6.2), and (6.3) respectively:

123



6-Development of the Optimal Control Framework for the Trigeneration System

Piupc =€ + ;T upe + €3 T np,c (6.1)
Picce =f1 + f2Trcce + f3Trcec (6.2)
Pejrup = Srup (91 + 92 Trrupe + 93T RuPC) (6.3)

The coefficients of regression e to e;, f;" to f3, and g; to g; were found similarly as in
Chapter 4 and are provided in Appendix D. The inaccuracy of the models increased due
to the simplification as the sum of normalised squared error for the fits increased from
0.01 for the thermal powers and 0.003 for the electrical input to 0.06 and 0.04
respectively. However, these were assumed acceptable in return for reduction of the
model order for the MPC application.

eCurve fits or thermal losses instead of OC and HX models

To avoid the highly nonlinear NTU-¢ method for modelling the OC and HX, their models
were replaced by curve fits or parameters. The CC evaporator inlet T} cc ., Which was
calculated as an output of the OC model T¢ ¢ in Chapter 4, was replaced by a parameter
Ttoc set in the CC model. It is in fact the set-point temperature for the PID controller of
the OC (cf Chapter 5). Similarly, the OC and HX models were replaced with (6.4) to
calculate the inlet in the medium temperature circuit of the AdC, which returns from the
OC over the system-separating HX.

T adcm = hy + hoTymy (6.4)

The coefficients h; and h, were included as parameters of the AdC model and were
found by regression analysis with data from ca. 130 hours of steady state summer
operation (Appendix D). The HP evaporator inlet T.yp. coming from the OC was
calculated using (6.5) and helped avoid the OC and HX model.

Tr,HP,e = Tampb — THX,loss (65)

Tyx10ss Was included as a parameter of the HP model and represents a temperature
loss over the HP-OC heat exchanger.

The HX on the secondary side of the HP condenser circuit to HTES was replaced by a
thermal loss parameter Py, yx 1o0ss in the HP model. The effective heating power Py, gp ¢ eff
was calculated using (6.6).

Pth,HP,c,eff = Pth,HP,c - Pth,HX,loss (66)

Since the OC and HX models were replaced by curve fits the need to evaluate the mass
and energy balance in the AdC and RHP medium temperature circuits was not necessary.

e Maximum electrical power consumption of OC P, o¢ in all operation modes

To avoid using the highly nonlinear fan laws for calculating the OC’s power
consumption Pg oc it was assumed that the OC operates at its maximum speed
RPMocmax during all operation modes. This is indeed a reasonable assumption
considering the operation of chillers in summer usually requires a greatest possible heat
sink and the operation of HP in winter requires a greatest possible heat source.
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Additionally, this assumption facilitated for the economic optimisation to solely consider
the electrical consumption of the two machines (Pgryp and Pejaqc) with the OC’s
consumption being same for both. The P, oc was calculated using (6.7).

Peioc = Pelocmax(Scc + Sadc + Sup) (6.7)
eReduced number of layers (discretisations) in HTES and CTES

Since each layer in the tank model is a system state, it would be impractical to
implement the HTES and CTES models with 90 and 40 layers respectively (as in
Chapter 4) in the MPC formulation. Instead, the tanks were simulated with one layer for
each temperature sensor installed in the tank (9 for HTES and 4 for CTES) and it was
assumed that the sensors are equidistantly placed. This was in accordance to the
literature that a simplified stratified tank model suffices for control related applications
and gives better results than a completely mixed tank (cf Chapter 4).

e Auxiliary consumption of the plant P, 5,x during different operational modes

Pe) aux Was calculated as a function of the switches of the components and their
corresponding auxiliary consumption, as shown in (6.8).

Pelaux = PelauxupSup 1 PelauxccSce t PelauxadcSadc (6.8)

The individual auxiliary consumptions were measured during the functional tests of
the different operation modes (cf. Chapter 4).

Operational constraints: Application oriented constraints were used to avoid running
the system under unfavourable conditions such as beyond safety limits or outside the
data-range used to fit the models. The constraints were classified as critical constraints
or not-critical constraints for simplification of the optimisation problem.

Critical constraints were defined as constraints whose violation leads to a solution
which is not physically implementable on the plant or which leads to a system shut-down
requiring a complete manual restart. Critical constraints, e.g. electricity balance or
simultaneous operation of two contradicting machines were programmed as hard
constraints. Whereas, the not-critical constraints were defined as constraints whose
violation leads to a shut-down by the individual component’s internal controller but no
manual restart is necessary. They were included as soft constraints (Lefort et al., 2013)
and smoothened vanishing constraints (Jung et al., 2018) using slack variables for
numerical stability of the algorithm and also a hardware-friendly operation.

Examples of critical constraints are:
¢ Constraint on simultaneous operation of two contradicting machines

When the simultaneous operation of two or more machines was not desired, then they
were designated as contradicting machines and hydraulically separated. For instance,
the simultaneous operation of both chillers, CC and AdC, is restricted. In this case, the
binary switches of contradicting machines were used in a hard inequality constraint as
shown in (6.9), (6.10), and (6.11).
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0 < Seyp + Sup < 1 (6.9)
0<Syp+Scc<1 (6.10)
0<Scc+Spgc <1 (6.11)

Where, SCHP' SHPI Scc, and SAdC € {0,1}

The solution provides only physically permissible combinations of the different
switches i.e. a permissible operating mode (see Appendix B.3)

eElectrical balance

The electrical power balance in the system, irrespective of the operation mode, was
framed as an equality constraint shown in (6.12) using two continuous control variables
Pey gridbuy aNd Pejgrig seii-They represent the amount of electricity bought from the grid

or sold to the grid respectively. The other terms are calculated in the respective
component models or are time-varying parameters.

Peicup + Pergridbuy = Pelgr + Petrup + Peradc + Petoc + Petaux + Pergridasen  (6.12)
Examples of not-critical constraints are:
eConstraints on HP operation limits

The operation of a HP was limited within the minimum permissible vaporisation
pressure and the maximum permissible condensation pressure of the refrigerant
(ct Chapter 4). The corresponding temperatures for the evaporator inlet and condenser
inlet were used to formulate a smoothened vanishing constraint to restrict the HP’s
operation outside these temperatures.

SHP(Tr,HP,e,min - Tamb - STr'Hp'e'min) = gTr,Hp,e,min (613)

SHP (Tr,HP,c - Tr,HP,c,max - STr,leclmaX) = “:Tr,].[p,(:,max (6'14’)

where, 7, o0 K TrHpemin and €7, n o <& Ty gpcmax- The application of (6.13)

ensures that HP operation at ambient temperatures below a user-defined temperature
limit T} yp e min iS penalised via the slack variable sr_ . . =0 in the cost function.

Similarly, the constraint (6.14) ensures that HP operation at condenser inlet
temperatures T, yp . (corresponding to Tyr,) higher than a user-defined temperature
limit T, yp ¢ max is penalised via the slack variable s; ., = 0.

e Constraint on maximum CHP return-line temperature T} cyp

Using a slack variable sy__.. ,the formulation in (6.15) ensures that CHP operation
is penalised at return-line temperatures T, cyp (corresponding to HT1) higher than a

user-defined temperature limit T} cyp max-
Scup(Tr.cup = Tr.cHPmax — STy cupmax) = Tr cup max (6.15)

The violation of this constraint leads to a safety shut-down of the CHP and an
automatic restart occurs after the temperature cools down below a pre-set value.
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No critical danger is posed to the operation of the MPC architecture but multiple
automatic restarts may lead to component failure.

e Constraint on minimum HTES temperature for AdC operation

Using slack variable s_, . ... ., the constraint (6.16) ensures that an AdC operation at

driving temperatures (corresponding to Tytg) below a user-defined temperature limit
T; adcHmin 1S penalised in the cost function.

Sadc(TradcHmin = TrAdCH — STradcmin) = €Tradc Hmin (6.16)

The violation of this constraint leads to low efficiency operation of AdC but no critical
shut-down.

eConstraint on system states

The tank temperatures and the dynamic thermal power of CHP were limited within a
range by formulating soft constraints (6.17) to (6.22).

Thr, = THT; oy T STy, Jdforiinl,..., Nayersur (6.17)
Tut; 2 THT i — STy, yforiinl,..., Nayersur (6.18)
Ter, = Terypmax T STery foriinl,..., Mayerscr (6.19)
Ter; 2 TeTymin — STer, foriind,..., Nayerscr (6.20)
Peh,cup = Pin,cHPnom T Spy, cyp (6.21)

Pincup = 0 (6.22)

The minimum and maximum permissible temperatures for each layer are time-
constant general parameters in the MPC model and sp,, and sr.. € R, = 0 are their
L L

corresponding slacks. Similarly, the non-negative slack sp, ... corresponds to the
system state Py, cyp-

e Constraint on tank temperatures to ensure adequate heating or cooling feed-line
temperature

The CTES and HTES temperatures connected to the feed-line in the TC circuit were
constrained using slack variables. Inadequate temperature in tanks were penalised using
(6.23) and (6.24) respectively.

TCT1 < Tf,TC,set + STf,chset (6-23)

THT,LoadLayer = Tf,TC,set - STfrTcrset (6'24)
eMinimum runtime or maximum switching cycles of a machine

Manufacturers of the CHP and RHP recommended maximum switching cycles or
minimum runtimes to maintain a longer operational life of the mechanical components.
The minimum up-times and down-times of the machines were constrained using
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minimum dwell time constraints (Jung et al., 2018) formulated within the combinatorial
integral approximation problem (ct. Chapter 3).

With the setting of minimum runtime constraints typically in the range of 30 to 60
minutes the switching over of modes requiring 140 seconds is assumed irrelevant to be
included in the simulation models or the NLP formulation. This is in reference to the
assumption made in Section 4.4.

The slack variable vector s resulting from the above constraint formulations is
summarised in (6.25):

sT =

(6.25)

..........

Summary of models, parameters, constraints, and controls:

The model set from Chapter 4 and the above simplifications formed an explicit ODE
system of type x(t) = f(x(t),u(t),b(t),c(t),p). The system states x are thermal power
of the CHP and HTES and CTES layer temperatures. The continuous controls u are the
electrical power bought from and sold to the grid. The binary controls b are the switches
for the four components. The parameter set p comprises of various component model
parameters, such as nominal capacities and efficiencies, and also MPC tuning parameters
such as maximum tank temperatures used for constraining the optimisation problem.
The time-varying parameters c¢ are forecasts for ambient temperature, loads and
electricity prices as shown in (6.26) to (6.30).

xT = [Pth,CHP' THTl' ey THT9' TCTl' L] TCT4-]' (626)
u' = [Pel,grid,buyi Pel,grid,sell]r (6'27)
b = [Scup, Sup, Sadc, Sccls (6.28)
p'=

[Cp,W' Pw, 1.7AdC,LJ 1.JAdC,HJ Pel,AdC,nomr Pel,CHP,nomr Pth,CHP,nomr rlel,nom' rlth,nomr HCVfuelx fjHP,C'
THX,lOSS’ Pth,HX,lossr 1'7CC,er Tf,OC,set» Pel,OC,max» Pel,aux» DHT: HHT» dHT» N]ayers,HT: LoadLayer,
DCTr HCTJ dCTr Nlayers,CTr k: Aeff» Ttuels mTCr Tf,TC,setr Tr,HP,e,minr Tr,HP,c,maXr Tr,CHP,maxr
Tr,AdC,H,minr THTi,minr THTi,max: TCTi,minr TCTi,maxr E, Ws]r

(6.29)

T _
¢ = [Tamb, Pen,ur, Pen,crs PetELs Telbuys Tel sell]) (6.30)

6.2 Economic-MPC problem formulation

The economic-MPC was formulated as a MIOCP with an economic objective and
constraints on the operation limits. The following assumptions were made regarding the
terms used in the cost function:

« for the operational optimisation of a plant, its investment costs are not of significance
especially in a retrofit scenario,
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«the consumption related costs for final energies are of more significance in an
economic optimisation than the operation and maintenance costs and if necessary
the latter can be included in the cost function of an existing framework with relative
ease,

o if the minimum up/down time requirements are included as constraints in the MPC
problem, then it is redundant to include start-up and shut-down costs in the cost
function,

« the tariff for final energies represents an ideal market situation where the complex
interactions between energy markets, economic and regulatory frameworks, and
status of grid are all captured in the tariff structure.

Although some of the points above are a highly contested field of research, these
assumptions lead to a clear simplification of certain highly complex issues with less
significance to the end user of such control algorithms, e.g. the logic behind electricity
price signals generated by grid operators or the different primary energy factors.
Additionally, under the above assumptions the cost-efficient operation of a plant could
be considered analogous to its energy efficient operation.

The controller’s objective is shown in (6.31a). It is used to find an optimal control
sequence that minimises the demand-related costs for final energy as described in
VDI 2067 and penalises violations of the operational constraints. The total demand-
related cost is calculated as the integrated CHP fuel costs and the electricity bill over the
entire time horizon t € [¢,, t¢]. The electricity bill comprises of the cost of electricity
bought from the grid less the revenues generated by selling electricity to the grid. W is
an appropriate diagonal weighting matrix € R™s*"s reflecting the relative penalisation of
slack variables s € R"s.

For t € [t,, t¢]:
te

X(rgl}lr(l) (Scup (D) Vruel O 7rue1 (8) + Pelgridbuy) (D Terbuy (£) — Pelgridcsetn (E)Telsen (t)
e, s(6)TW,s(t))dt
(6.31a)
subject to: x(t) — f(x(t),u(t),b(t),c(t),p) =0, (6.31b)
h(x(t),u(t),b(t),c(t),s(t),p) <0, (6.31¢)
x(ty) —x9 =0, (6.31d)
up < u(t) < uy, (6.31¢e)
s(t) =0, (6.31f)
b(t) € (0,1} . (6.31g)

The nonlinear system dynamics and nonlinear path constraints are considered in
(6.31b) and (6.31c) respectively while the initial state constraint for x, € R™* is shown
in (6.31d). The magnitude of the continuous controls u(t) is bounded by a set of upper
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bound values u,, € R"™ and a set of lower bound values u;;, € R". The switches of the
components are the binary controls b(t) that are constrained to take a value either 0 or
1in (6.31g).

A simplified MPC schematic is shown in Fig. 6-1 and the entire control architecture is
discussed in the next section.

nitial values and forecast MPC States and controls
Xinit Uinit» Piniv €(£) x(t), u(t), b(t)

System dynamics

fx@®),u(®), b(®), c(t), p)

Model parameters

P
{ Path constraints

h(x(t), u(t), b(t), c(¢),s(t),p) <0

Fig. 6-1 A simplified MPC schematic with inputs and outputs

6.3 Control logic and control architecture

The control logic of the MPC was implemented in the BAC system using the architecture
shown in Fig. 6-2and the steps involved in its execution are explained below:

Step 1: The MPC loop is built by setting up the time grid (corresponding to prediction
horizon and sampling time), the forecast reader, the NLP (formulation in (6.31)), and the
NLP solver. Practical initial guesses for states and controls are generated for the entire
prediction horizon using the conventional control logic within a simulation.

Step 2: As part of the combinatorial integral approximation method (c£ Chapter 3), the
NLP is first solved to create an optimal control vector with relaxed binary control
variables. The optimal solution comprises of b.x € [0,1], optimal continuous controls
U,p, and the states corresponding to that solution xp¢.

Step 3: If the relaxed solution is feasible then, it is approximated to a strictly binary
solution
bprx € {0,1}.

Step 4: Only if both steps 2 and 3 lead to a feasible solution then, the actual b,y is
used as b,y to generate the control signal. However, if an infeasibility or error is
reported in the previous steps then, the previous optimal solution is used to generate the
control signal. This fall-back mechanism ensures that useful control signals are always
provided to the field level even if the solutions of the optimisation problems are not
successful.
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Step 5: If the actual b, is used then, the first element for each component switch from

the entire optimal solution vector is identified. Or else, if the previous optimal solution is
used then, the component switches corresponding to the current time stamp is identified.
The relevant combination of switches is used to generate the corresponding operation
mode number (cf Appendix B.3). The time remaining until end of time-step is calculated
considering the time needed from Step 2 through Step 5.

Step 6: The operation mode number generated in step 5 is applied as the control signal
for the duration of time remaining until end of sampling time. The operation of the plant
is realised through the communication structure between the automation level and the
field level (cf Chapter 4).

Step 7: After waiting for time remaining until end of sampling time, measurements of
the process variables relevant to the MPC are updated and a new prediction horizon
shifted by sampling time length is generated.

Step 8: At the next sampling instance, the updated measurements, new forecast, and
the previous control signal are collected as variables and parameters for the MPC loop.
These are needed as the initial states, initial controls, and time-varying parameters for
the NLP. The new NLP is solved again in Step 2 and the process is repeated.

6.4 Programming execution and computation hardware

At the management level of the BAC, all necessary algorithms and data sources were
programmed in the Python 3.7 64-bit environment using the Scientific Python
Development Environment (Spyder 3.3.5). The simulation of system dynamics was done
using grey-box models of the components from Section 4.4 and their further
simplifications from Section 6.1 adapted into the Python environment from
OpenModelica. CasADi (Andersson et al.,, 2019) was used via its Python interface for
implementation of the system model and the discretized MIOCP. The numerical
integration of the models within simulations was done using the /DAS solver from the
SUNDIALS suite (Hindmarsh et al., 2005). The relaxed NLPs were solved by employing
[POPT (Wachter and Biegler, 2006) with the linear solver MUMPS (Amestoy et al., 2001)
in the CasADi environment. The combinatorial integral approximation problem with
minimum up/down-time constraint was solved using the tailored branch-and-bound
method implemented in pycombina (Biirger, 2020). For inputs to the MPC, Python
modules such as Dark Sky API (Kubis, 2018) for ambient temperature and epex-scraper
for electricity prices (Roche, 2018) were used. Load profiles were saved as CSV files and
input in the MPC framework using Python Pandas (McKinney, 2010).

All necessary software, database, and communication protocols were installed on the
same workstation computer with an /nte/® Xeon 3.07 GHz CPU and 8 GB RAM and
running a Windows 10 64-bit system.
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6.5 Summary and outlook

The theory of mixed integer optimal control problems (MIOCP) from Chapter 3 and
results of control-oriented models, forecast values, and the experimental set-up from
Chapter 4 were brought together in the development of an optimisation algorithm for
the INES trigeneration system.

Engineering know-how gained during experiments for system analysis and model
evaluation was used for simplification of the models making the MIOCP more
computationally robust and fast. Soft constraints and smoothened vanishing constraints
were programmed using slack variables to increase feasibility of the optimisation
problem. Similarly, the combinatorial integral approximation method along with direct
collocation was implemented for faster solutions of the MIOCP problems and acquiring
binary control signals for the machines. The optimisation problem was summarised into
system states, parameters, binary controls, continuous controls, and slack variables by
combining the models, forecast data and component catalogues. These were integrated
into the control architecture for implementation of MPC. The setting up of time loops,
collecting forecast data, initialisation of the problem, its execution after every sampling
time, and application of the optimal control vector was explained in a flowchart.

With the individual blocks for MPC application now in place a full-scale demonstration
is given in coming chapters to test the algorithm for its real-time capabilities and
industry-oriented application. Examples of individual tests with different types of load
and electricity price profiles or different component combinations are shown and
discussed.
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Fig. 6-2 Control logic of MPC and control architecture to implement the MPC loop in the INES building
automation and control system
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7 Experimental Results: Economic-MPC for the Trigeneration System

The energy plant management system for the INES trigeneration system implements
an implicit economic-MPC in a receding horizon scheme. At each sampling instance or
time-step, the MPC algorithm uses a 24-hour horizon to calculate an optimal solution and
simulate the corresponding system response for the entire horizon. It then applies but
only the first element of the control signal vector before repeating in loop. A complete
demonstration of this scheme is given in this chapter and the MPC’s plausibility is
evaluated by illustrating and discussing the results of a single MPC iteration, multiple
MPC iterations, and the measured values for one example of a long-duration test per
season. The shortcomings and potential improvement for application of MPC in optimal
scheduling of trigeneration systems are also discussed in this chapter.

7.1 Results of one MPC iteration

The control signal vector or optimal schedule and corresponding results for the
24-hour horizon from one MPC iteration are discussed in this section. One example with
a summer scenario and one example with a winter scenario representing typical
applications of microscale trigeneration systems and the MPC tuning process are
evaluated. Here, the interdependence of different aspects e.g. model output, initial states,
constraints, and electricity prices, relevant to control of an energy system is discussed
and the plausibility of MPC to provide a solution within this interdependency is
demonstrated.

7.1.1 Summer scenario

Table 7-1 summarises the parameters used to implement the summer scenario and to
set-up the MPC. These parameters are selected using data sheets of the components and
horizon lengths are selected based on standard MPC practices recommended in the
literature (cf Chapter 3.3 and Chapter 4.1).

The control signal vector from one MPC iteration comprises of the switching sequence
for the four machines (i.e. CHP, HP, AdC, and CC) over the entire horizon and is shown in
Fig. 7-1 (a). Additionally, the results of the thermal balance, electrical balance, and tank
temperatures corresponding to this binary control signal are shown in Fig. 7-1(b-c).

The computation time for this iteration was 15 seconds and the significant results of a
plausibility check in each subplot are explained in the following:

Optimal solution maintains minimum up/down time and simultaneous switching
constraints: The relaxed solution for the CHP Scyp reix » CC Scc reixs and AdC Spqc reix IS
between 0.3 to 0.6 and it is 0.0 for the HP’s relaxed solution Sypex. These relaxed
solutions respect the hard constraint (e.g. 0 < Sccreix T Sadcreix < 1) programmed in
Chapter 6 to avoid simultaneous switching of two contradicting machines. The binary
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solutions also respect this constraint due to the optimisation routine within pycombina.
Additionally, the minimum up/down times are maintained as the CHP and AdC remain
on or off for at least 1 hour while the CC remains on or off for at least 0.5 hours.
As expected, the HP is not activated in summer.

CC and AdC’s operation is reactive to electricity price and cold tank is charged
predictively to support peak cooling load: For lower electricity buying price 7¢jpyy, the
CC’s operation is induced (increasing Scc relx) and AdC’s is reduced (reducing Saqc reix)
and the cold tank is charged. Between 20 to 24 hours on the predicted horizon the CC’s
operation is reduced (reducing Scc reix) and AdC is induced (increasing Saqc reix) as the
Telbuy iS higher. Energy from the previously charged cold tank is used to satisfy higher
cooling load during the peak hours.

Table 7-11 Data for the time-varying parameters and constant parameters used to define a sample

summer scenario for one MPC iteration

Parameter | Data Parameter Data
For implementing the scenario: Ty CHP,max 73 °C
Forecast Tamp Historical data Ty AdC,H,min 55 °C
Hospital load, scaling
Load forecast between 12 kiWy and For MPC set-up:
2.7 Kl
Elec. price fwo-price taritt, Forecast horizon 24 hours

forecast

Tel,buy, EWERK

For model set-up: Time grid Varying length
12 kWh/m?3 TIPOPT, MUMPS,
INLP 1 }
HCViyer (Bundesnetzagentur, 2019) sotver adaptive strategy
0.72 €/m3 TPOPT acceptable 0.01
Tfuel (Bundesnetzagentur, 2019) tolerance )
T oC set 30°C IPOPT max. CPU time (30 s
THXl > K gTr,HP,e,min’ ETr,HP,c,max’ 0.1
,10SS .
gTr,CHP,max ’ gTr,AdC,H,min
Pth,HX,loss 1 ki V|/tg 1
Pycombina max.
° 3
Ve 1.2 m3/h PU time 30 s
o . . 1 h for CHP and AdC
14 Min.
Terc,set c in. up/down time 0.5 h for HP and CC
. . Initial tank temp. [ Thr...Thiro] = [65..80]
For operational constraints: o
[°C] [Ter.. Tera] = [10.12]
o . CHP and AdC = On
TyTimax 95 °C Initial controls oC and HP = Off
o 5 °C Initial state Conventional control
HTi,min vector simulation
TCTi,max 30 OC
Tcrimin > C

Varying time-steps: The varying time-grid or time-steps of 5 minutes for the first 15
minutes and then 15 minutes for the remaining 23 hours and 45 minutes is observed in

! Parameters defined in Chapter 4 to 6 are notincluded
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Fig. 7-1 (b-d). For the first 15 minutes, three 5-minute discretisations are calculated and
for the remaining time, ninety-five 15-minute discretisations are calculated.

Dynamic behaviour of CHP’s thermal output and part-load behaviour of AdC’s cooling
power is observed in thermal (heating) balance: The dynamic behaviour of Py, cyp is
simulated as it takes two to three 15-minute discretisations for reaching its nominal
value of ca. 10.5 kW after the CHP is switched on. The Py, pqc g is higher when the AdC
is switched on and then reduces with decreasing HTES temperature due to part-load
operation. Additionally, there is no heating load Py, y; or thermal power of the HP
P upu, as expected during this summer test. The discharge of HTES occurs due to
Pinadcu and is balanced by the thermal power of the CHP Py cyp and the power
consumed from the hot tank Py, g7 at a particular instant. Negative Py, cyp indicates the
power stored in the HTES and results in increase of the tank temperature.

Static behaviour and part-load behaviour of CC’s and AdC’s cooling power is observed
in thermal (cooling) balance: The CC’s cooling power Py, cce and AdC’s cooling power
Pin adcL display static behaviour as they reach their maximum output immediately after
starting the machine. Their part-load operation depending on inlet temperatures (tank
temperatures) is also simulated. For instance, Py aqc 1 iS greater when the machine
begins operation under favourable conditions of higher HTES and CTES temperatures
and reduces when driving temperature reduces in HTES and CTES also cools down.

Lower cooling load during the night and higher cooling load during the day is forecasted
in accordance to hospital operations: The cooling load forecast Py, 1, is input from a
database and is predicted to be lower during the night (Time = 4 to 15 h) and increase
during the day (Time = 15 h) with a peak of ca. 12 kWw during the afternoon at 14:00
(Time = 22 h). This load is balanced by Py, ¢c e OF Py aqc L in combination with the power
from the cold tank at a particular instant Py, 1. A negative cooling power indicates the
power stored in the CTES and results in decrease of the tank temperature.

CHP operation is reactive to electricity price and long peak electrical loads are avoided:
The total electrical load P g1, tota1 COMprises of the reference (imaginary) load from a
database and actual requirements of the machines. The Pg gy tota1 iS satisfied by the
electrical power of the CHP P cyp and electricity bought from grid Pejgrig buy- Negative
Pejcup represents the electricity sold to the grid P grigsen- The generation of peaks is
avoided and operation of CHP is favoured especially during times of high r¢; 1,y

136



7-Experimental Results: Economic-MPC for the Trigeneration System
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Fig. 7-1 Graphical representation and plausibility check of the MPC’s solution at 11:00 (Time = 0 h) for
a 24-hour forecast horizon for a test in summer. (a) Relaxed solution and resulting control signal with
binary switches, (b) Thermal (heating and cooling) and electrical balance, and (c) tank temperatures
corresponding to the binary switches. Negative Py, cyp and P, cyp represent charging of HTES and
electricity sold to grid respectively
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MPC finds an optimal state vector while respecting operational constraints:
The simulated tank temperatures are system states in the optimisation problem and are
constrained using soft constraints (cf. Chapter 6). The optimal solution maintains these
states within the maximum and minimum temperatures specified for the two
tanks Tyt maxs Tmins TcTimax» @A Tin in Table 7-1 and respects operational constraints
such as maximum CHP return-line temperature Tycypmax, Minimum
return-line temperature for driving the AdC Ty poqc umin, and feed-line temperature for
the TC T¢rcset- Any charging of the HTES (CTES) as shown in the thermal balance plots
leads to increase (decrease) of the temperatures. Discharging has the reverse effect.
The formation of thermoclines is more prominent in the HTES due to the higher
temperature difference in feed-line and return-line during CHP operation. The
stratification in CTES is not prominent due to the smaller (ca. 5 K) temperature
differential for the chillers.

7.1.2 Winter scenario

Table 7-2 summarises the parameters used to implement the winter scenario and to
set-up the MPC. These parameters are selected using data sheets of the components and
are based on standard MPC practices recommended in the literature (c£ Chapter 3.3 and
Chapter 4.1). The optimal control vector and corresponding results for energy balances
and tank temperatures of one MPC iteration for this winter scenario are shown in
Fig. 7-2 (a-d) and the significant observations regarding MPC'’s plausibility are:

Table 7-21 Data for the time-varying parameters and constant parameters used to define the winter

scenario for one MPC iteration
Parameter \ Data Parameter Data

For implementing the scenario: For MPC set-up:
. . . . 1 h for CHP
Forecast Tamp Historical data Min. up/down time 0.5 h for HP
Hospital load, scaling .y
Initial tank t .
Load forecast between 16 kilw, and [I(}(l:] +a- tank terp [ Thre...Thro] = [65..80]
HL 4.6 kW
Elec. price EPEX SPOT SE day-ahead . CHP = On
) Initial controls
forecast price, Telbuy,EPEX HP = Off
For el set-up: Initial state Cclynvent}onal control
vector simulation
Tf,TC,set 40 OC
For operational constraints:
THTi,maX 95 OC
THTi,min 10 °C
Tr,CHP,max 70 OC
Tr,HP,c,maX 45 OC

! Parameters from previous table are not repeated
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Heating load and electricity price forecast is in accordance to hospital operations and
EPEX day-ahead auction prices respectively: The heating load forecast Py, i, is input from
a database and is predicted to be lower during the night (Time = 5 to 11h) and increase
during dawn (Time = 11h) with a peak of ca. 16 kW in the afternoon from 14:00 and
16:00 (Time = 21 to 23 hours). The load shows variation as expected in the operation of
a hospital with multiple peaks in the morning and afternoon. This is balanced by the
thermal power of the CHP Py, cyp and the power consumed from the hot tank Py, yr ata
particular instant. Negative Py, cyp indicates the power stored in the HTES and results in
increase of the tank temperature. The electricity forecast 7,y corresponds to the
Telbuy,EPEX (£ Chapter 4.1.6) and varies over the 24-hour horizon. The price is in the
lower range during the evening hours and higher during the daytime operation.

Heat pump operation is completely avoided: The HP is meant to cover peak loads
(between 10 kWw and 16 kW) with its nominal capacity of 16.7 kWw. However, the MPC
solution covers the peak thermal loads (e.g. from Time = 16h to 24h) with the CHP and
HTES combination. It provides a solution where HP is not operated over the entire period
(Pehupc = 0 kWw) and the CHP’s operation is prioritised.

CHP operation is reactive to electricity price and hot tank is charged predictively to
support peak heating loads: Similar to the summer scenario, the total electrical load
Pe1ELtotal COmprises of a reference load from a database and requirements of the
machines. The Pgj gy ota1iS Satisfied by the electrical power of the CHP P cyp and
electricity bought from grid Pejgriqpuy- Negative electrical balance represents the
electricity sold to the grid. The peaks during the day are supported by full-load operation
of CHP at higher rg)y,y. It is observed that the CHP is switched off for approximately
1.5 hours (more than minimum down time) during night-time at lower 7,y and saving
HTES capacity for daytime operation of the CHP.

MPC finds an optimal state vector while respecting operational constraints:
The simulated results of the temperatures in the HTES illustrate the formation of
thermoclines and the initial temperatures as summarised in 7able 7-2. The MPC
maintains tank temperatures Tyt; within the maximum and minimum limits
TyTi max and Tyt min Set at 95 °C and 10 °C respectively. Additionally, Ty, does not
violate the T} cyp max Set at 70 °C and T yp c max Set at 45 °C. The temperature of Tyrg is
above the Tgrcger Set at 40°C ensuring adequate temperature is available in the tank for
heating.

7.1.3 Conclusion from one MPC iteration in summer and winter scenario

The analysis of the results from one MPC iteration in each scenario has shown a plausible
control schedule for the plant that considers both thermal and electrical load forecasts
while also maintaining operational constraints. The data needed to set-up the MPC was
available in the data sheets of the components, facilitating the adaptability or tuning of
the MPC to similar plants. Two different types of price signals and load profiles were
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used. The simulated response of the system to the calculated control signal was of
reasonable accuracy and the usefulness of the simplified models was established.

The computation time for one iteration was between 10 to 15 seconds. This was within
3% of the shortest control time-step and facilitated for the 140 seconds of valve
positioning before a new iteration started. The maximum solution time was limited with
the parameters: maximum CPU time in IPOPT (30 seconds) and in pycombina
(30 seconds). An improvement in solution quality could be expected by permitting more
time for these solvers. However, the permitted time should be set in the context of the
length of a time-step. For instance, computation times of more than 1 minute on a
sampling interval of 5 minutes especially in processes that change dramatically over the
5 minutes could compromise the efficacy of the solution.

With sensitivity analysis and long-duration tests on the real system the plausibility and
availability of the complete MPC framework is evaluated in the next sections of this
chapter.
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Fig. 7-2 Graphical represenation and plausibility check of the MPC’s solution at ca. 17:00 (Time = 0 h)
for a 24-hour forecast horizon for a test in winter. (a) Relaxed solution and resulting control signal with
binary switches, (b) thermal (heating) balance, (c) electrical balance, and (d) tank temperatures
corresponding to the binary switches
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7.2 Parameter analysis

A basic parameter analysis or what-if analysis was done to understand the effect of
varying input parameters and initial values on the MPC solution. With the previously
defined summer scenario as reference, a single iteration was solved with the following
parameter variations:

eincreased minimum up/down time for all components to 4 hours,
ereduced cooling load forecast by a factor of 0.75,
ereduced initial temperature in hot tank, [ Zir1 ... Tire] = [40...50].

The results are presented in Fig 7-3. The reference scenario was discussed in
Section 7.1.1 and the variations are discussed below:

(@) Increasing the minimum up/down time leads to a solution with fewer switches:
It is noticed that the binary approximation routine maintains this constraint and
calculates solutions with lesser frequent switching than the reference scenario. Although
this may benefit the hardware, it may lead to violation of the tank temperature
constraints, higher electricity consumption or other sub-optimal solutions. A careful
tuning of the controller based on switching characteristics of the individual machines
should be done and if minimum up/down time constraints are already formulated in the
MPC problem, then it may be unnecessary to included switching costs in the objective
function.

(b) Reducing the cooling load leads to lower AdC and CC operation: As expected, the
lower cooling load requires less operation of the chillers. The MPC adjusts its solution to
cover majority of the load with AdC and reduce CC operation compared to the reference
scenario. However, the lower requirement of AdC leads to lower CHP operation hours
even though the electrical load is same as the reference scenario.

(c¢) Lower initial HTES temperatures leads to higher CC operation and lower AdC
operation: Due to the initially discharged HTES providing lower driving energy for the
AdC, alower AdC operation (lower Spq4crelx) and a higher CC operation (higher Scc reix)
is observed. This is indeed during peak hours especially in the first 4 hours of the test
leading to higher consumption-related costs.

The comparison of different cases not only demonstrates the plausibility of the MPC
to adapt to various conditions but also highlights the effect of the binary approximation
method on the final solution. The switching sequence of the AdC and CC are different in
all the cases even though in some cases their relaxed solutions are similar with the
difference arising due to solution of the MILP by pycombina (cf. Chapter 6). The quality
of the binary approximation could be improved by increasing the maximum permissible
CPU time for the pycombina routine or improving the mathematical formulation of the
binary approximation problem.

Only one MPC iteration per case is discussed to identify changes in the relaxed and
binary solution. Variation of entire MPC solution for different scenarios is discussed in
measured data of long-duration tests in Chapter 8.
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7.3 Solution of binary problem versus relaxed problem

The reason for applying strictly binary (integer value) controls instead of the relaxed
(real value) controls to the components is the technical limitation of hardware. For the
hardware implementation of a non-binary solution, the components should include a
0-100% capacity control and the hydraulic connections should facilitate their
simultaneous operation. For instance, a variable fuel input for CHP or variable speed
compressor for RHP and multiple storage tanks permitting simultaneous operation of
both chillers should be planned. Conversely, even in modern microscale systems such an
output modulation is not standard practice while the modulation is often possible only
between a minimum power output (e.g. 25%) and the 100% power output due to
technical limitations or other efficiency related issues. However, for evaluating the
efficacy of the relaxed solution, highlighting the effect of its approximation to a binary
signal, and for identifying any potential benefits (economic, operational or optimisation
process), the MPC was simulated with relaxed binary controls by assuming to operate
the components at a percentage of their maximum capacities.

7.3.1 Summer scenario

In Fig. 7-4, the optimal control variables and corresponding results for the reference
summer scenario from Section 7.1 are shown on the left-hand side. As a comparison, the
reference scenario was solved with relaxed switches and the results are shown on the
right-hand side of the figure. In contrast to the frequent binary switching, the relaxed
solution implements the solution of the NLP to (theoretically) operate the components
continuously at a percentage of their maximum capacities. The AdC and CC are operated
simultaneously. Correspondingly, in the energy balances, fewer peaks are observed and
continuous (but lower) charging of CTES and purchase from grid is noticed. This is also
noticed in the tank temperatures as the saw-tooth behaviour of binary switching is
replaced by a smoother solution. An improvement is also noticed in the tank
temperatures as their terminal values match the operational limits.
For instance, the terminal value of 7cr1 is ca. 14 °C and is interpreted as optimal usage of
the CTES’s capacity over the 24-hour horizon.

7.3.2 Winter scenario

A similar comparison is made to the reference winter scenario from Section 7.1.
The CHP operates continuously in the relaxed solution and is turned off for 1 hour.
However, there is no significant difference in the two solutions since the CHP operates at
full-load in both cases for most of the horizon. A mixing of the top layers is noticed in
tank temperatures of the relaxed solution between Time = 6 to 8 h. The CHP operates at
part-load during this period and temperature difference between feed-line (Tytg) and
return-line (Tyr,) is low. This results in colder water entering the already hot tank and
causing deterioration of the thermal stratification.
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Control signal vector
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Fig. 7-4 Comparison of MPC output with strictly binary switches (MINLP) and MPC output with relaxed
switches (NLP) for the previously shown reference summer scenario. (a) Solution with binary switches
and (b) solution with relaxed switches
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Fig. 7-5 Comparison of MPC output with strictly binary switches (MINLP) and MPC output with relaxed
switches (NLP) for the previously shown reference winter scenario. (a) Solution with binary switches
and (b) solution with relaxed switches
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7.4  Results of multiple MPC iterations

The receding horizon scheme for MPC is applied in this work. As an example of this
scheme, MPC iterations for a winter scenario with weekday loads of a non-residential
building and electricity prices corresponding to the 7,y me from Section 4.3, are
collected at a 4-hour interval over a 24-hour period. The results of this test are illustrated
in Fig. 7-6 with the thermal (heating) balance calculated at the particular sampling time
(specified as title of subplot). As the forecast horizon recedes or shifts, the heating load
forecast Py, i1, and electricity price 7 pyy for the next 24 hours are updated and a new
optimal schedule is calculated. For instance, in the second subplot (2020-02-25 15:45)
the electricity price at Time = 0 h is higher (> 0.26 €/kWhe)) than the expected price
(< 0.24 €/kWhe)) as per the forecast at Time = 4 h in the first subplot (2020-02-25
11:45).

Another change in the optimal schedule is noticed within the last four subplots as the
MPC uses more Py, yp during lower electricity prices with increasing Py, gy in the
updated forecast. Since the Py, g, profile is based on a weekday (no significant intra-day
changes in thermal loads), the forecast at 11:45 on both days is similar.
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Fig. 7-6 Multiple MPC iterations in 4-hour intervals representing a 24-hour test. Shifting of horizon and
update of forecast, electricity rate and optimal schedule is noticed in each sub-plot. For instance,

inclusion of more HP operation during cheaper electricity rate as higher heating load is forecasted on
the horizon
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7.5 Long-duration tests with economic-MPC

For the full-scale demonstration of cost-efficient and grid-supportive scheduling of the
plant with MPC, long-duration tests with varying initial conditions, load forecasts or MPC
settings were performed. The aim of these tests was to exhibit a stable, integrated, and
practical operation of the MPC as part of the building automation and control system.
The results for one summer and one winter scenario are illustrated. The detailed
operation of the machines and the resulting changes in tank temperatures and
interaction of the hydraulic circuits are explained in Chapter 4.

7.5.1 Summer scenario

A scenario with a small hospital having 12 kW, peak cooling load and adjusted to start
on a Thursday was selected for the summer test. The hot and cold tanks (HTES and CTES)
were mixed and had an initial homogeneous temperature of ca. 56 °C and 15 °C
respectively. The initial control guess for the machines was based on the initial tank
temperatures. For example, the initial values of the HTES temperatures were closer to
minimum temperature for operating the AdC (T aqc g min = 55 °C), so the initial controls
for AdC was set to off. The initial values for CTES temperatures were higher than the set
feed-line temperature in the TC circuit (T ¢ ser = 14 °C), i.e. the CTES was warmer than
constraint, so the initial control for peak load compression chiller CC was set to on.
Other parameters for the summer scenario are summarised in 7able 7-3.

Table 7-31 Data for the time-varying parameters and constant parameters used to define the summer
scenario for a long-duration test

Parameter Data Parameter Data
For implementing the scenario: For MPC set-up:
= c T For Offenburg with the Min. up/down time 1 h for CHP and AdC
orecast lamb Dark Sky APT ey 0.25 h for HP and CC
H ital 1 1i "
ospital load, scaling | \p....7 tonk [T Tiro] = [53..56]
Load forecast between 12 kiWw and o
temp. [ C] [Ter...Tes] = [14..15]
2.7 kW
Elec. price Two—price tariff, . CHP and CC = On
Initial controls
forecast Tel,buy, EWERK AdC and HP = Off
Initial i 1 1
hssumed start day Thursday nitial state C(ljnvent}ona contro
vector simulation
For model set-up:
Tf,OC,set 14 °C
For operational constraints:
THTi,maX 95 OC
THTi,min 5 °C
Tr,CHP,maX 73 °C
Tr,AdC,H,min 55 °C

1 Parameters from previous tables are not repeated
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The data measured during 4 days (approx.) of testing is illustrated in Fig. 7-7 (a-c) and
the important points are summarised below:

MPC utilises the CHP-AdC combination for prolonging CHP operation: Py, cyp and Py, yr
satisfy the thermal load generated by the AdC Py, aqcu- Negative Py, yr represents
charging of the HTES and is observed in the corresponding rise of its temperature. Four
temperatures in HTES are shown, Tyt; to Tyrg, With Ty, being at the bottom and
corresponding to the return-line for CHP and Tyrg corresponding to the driving
temperature for the AdC. In most cases, the AdC operates as high temperature heat
accumulates in the HTES and thereby the CHP operation is prolonged due to available
HTES capacity.

Tank temperature constraints are not violated: The temperature of all layers in the
HTES or CTES are within their maximum or minimum safety constraints, namely

THTi,maxr Tminr TCTi,maXJ and Tmin-

Non-critical temperature constraint violations are noted: T; pqc g min and Ty cHp max are
both violated. The AdC is on while the Tyrg is below Ty pqc Hmin from ca. 20:45 to 21:45
on the second day of operation (marked with “+” in Fig. 7-7 a). The CHP is on
while Tyt is higher than T cyp max and is shut-down by its internal controller, e.g. at ca.
05:00 on the second day, at ca. 04:00 on the third day, and at ca. 06:30 on the third day
(marked with “X” in Fig. 7-7 a)1. The minimum up/down times are respected for the AdC
and CC. However, the CHP operation violates this constraint at ca. 09:45 on the third day.
Additionally, for some hours of the test T¢r, is above the set T¢rcger 0f 14 °C e.g. from
ca. 12:45 to 19:45 of second day. This leads to inadequate temperature for the three-way
mixing vales to achieve theT¢ ¢ get-

Cooling load profile depicts a typical hospital operation and predictive charging of CTES
is observed: Py, cc e, PihadcL, and Py, cr satisfy the cooling load Py, 1. The load follows
the forecast for a hospital with higher demand during the day and lowers during night.
Considering the start of the test adjusted to start the load profile on a Thursday, the
demand is higher on first two days and only slightly less over third and fourth day
(weekend). Cooling demand in a hospital does not significantly reduce on weekends.
The variations in Py, ¢, due to the periodic operation of AdC are also observed
(cf Section 4.12). Negative Py, c7 represents excess cooling produced by the chillers and
charging of the CTES. Correspondingly, the CTES temperature reduces.
Two temperatures in CTES are shown, Tc; and T¢rys, with Tep, being at the bottom and
matching to the feed-line of the TC and T, matching to the return-line of the chillers. A
night-time cooling of the CTES is observed especially on the second night for predictively
charging the CTES to support daytime peak thermal loads.

MPC operates the plant reactive to electricity price and energy requirements:
The electricity price 7¢) puy,ewerk follows the two-tariff structure with a high tariff and

IThe violation of this limit and shutting down of CHP was partly observed due to the AdC’s fluctuating behaviour (cf
Section 4.12)
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low tariff at certain times of the day. The total electrical load P, g1, tota IS Satisfied by the
electricity produced by the CHP P cyp and electricity purchased from the gird
Pe1gria- Negative P oriq represents excess electricity produced by the CHP and sold to the
grid. The peaks in Pgj gy, tota) arise when CC is turned on. The MPC enables coupling of
thermal and electrical loads and reduction of peaks during high ¢ puy Ewerk bYy:

eutilising minimum runtime operation of the CC,
epredictive charging of CTES at low Py, ¢, and
eplanning CHP operation during high ¢,y Ewerk by combining CHP with AdC.

However, there are a few instances where the MPC operation is not (intuitively) grid-
supportive. For instance, the CC operates for ca. 5 hours in the beginning of the test
(marked with “X”in Fig. 7-7 ¢) at high tariff. Another example is when the AdC-CHP
combination is not running during high 7 by ewgrk On the third day of the test (marked

with “+” in Fig. 7-7 ¢) even though the HTES is completely charged.
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7.5.2 Winter scenario

A scenario with a small hospital having 16 kW peak heating load and adjusted to start
on a Thursday, was selected for the winter test. The HTES had a homogeneous initial
temperature of ca. 49.7 °C and accordingly the initial control for the CHP was set to on
and for the HP was off. Other parameters for the winter scenario are summarised in
Table 7-4.

Table 7-4 Data for the time-varying parameters and constant parameters used to define the winter
scenario for a long-duration test

Parameter Data Parameter Data
For implementing the scenario: For MPC set-up:
For Offenburg with the . . 1 hour for CHP
Forecast Tamp Dark Sky APT Min. up/down time 0.5 hour for HP
Hospital load, scaling s
I 1 k .
Load forecast between 16 KWm and routla tank temp [ Thm...Thro] = [35..53]
[C]
4.6 K
Elec. price EPEX SPOT SE day-ahead D CHP = On
, Initial controls
forecast Price, TelbuyEPEX HP = Off
hssumed start day  [Thursday Initial state Cclanvent%onal control
vector simulation
For model set-up:
Tf,OC,set 40 °C
For operational constraints:
THTi,max 9 °C
THTimin 10 °C
Tr,CHP,maX 73 °C
Tr,HP,c,max 45 °C

The data measured during approx. 4 days of testing is illustrated in Fig. 7-8 (a & b)
with the following observations:

Heating load profile is consistent to a typical hospital operation and lower change-of-
value in heating load is observed: Py, cyp and Py, yr satisfy the thermal load Py, i, while
Pinup,c is not used. The heating load follows the forecast for a hospital with higher
demand during the day and lowers during night. Considering the start of the test adjusted
to start the load profile on a Thursday, the demand is higher on first two days and only
slightly less over third and fourth day (weekend). It increases again on the final day
representing a Monday. Heating demand in a hospital does not significantly reduce on
weekends. Unlike the variations in measured thermal load during summer Py, ¢, the
thermal load in winter Py y;, has lower change-of-value since AdC is not used
(cf Section 4.12). Negative Py, g represents excess heating produced by the CHP and
charging of the HTES. Congruently the HTES temperature increases and a thermocline is
formed. Four temperatures in HTES are shown, Tyrito Tyrg, with Ty, being at the
bottom and corresponding to the return-line for CHP, Tyt corresponding to the feed-
line temperature for the TC (Tyt LoadLayer) and Tyrg at the top of the tank.
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No significant violation of constraints is observed: The layer-temperatures in the HTES
do not violate their maximum or minimum safety constraint Tyr;max OF THTimin-
Additionally, Ty, does not violate the T, cyp max Set at 73 °C while CHP is on or T} yp ¢ max
set at 45 °C when HP is on. The minimum up/down time is mostly respected for the CHP
with an exception at ca. 01:00 during the third night when it is switched off for 0.75 hours
(marked with an X’ in Fig. 7-8 a) before turning on again. Tyt is only shortly below the
set Tgrcset Of 40 °C e.g. from ca. 17:00 to 19:30 of second day. This leads to inadequate
temperature for the three-way mixing vales to achieve the Tgrc get-

MPC operates the plant reactive to electricity price and energy requirements: The
electricity price 7e pyy, epex follows the EPEX day-ahead tariff and Py gy, tota 1S cOvered by
Peicup and Pejgrig- Negative P grig represents excess electricity produced by the CHP
and sold to the grid. Consistent with user behaviour in a hospital the P g1, tota) 1S higher
during the morning hours and a second peak is in the afternoon. As calculated in the
previous section with one MPC iteration, the MPC manages to operate the CHP
supporting the grid also in this long-duration test. It predictively turns off the CHP at low
Telbuy,EPEX and 1ow Pjgp toral to avoid overheating the HTES and ensure continuous
operation of the CHP during the daytime. Another observation is the avoidance of HP
usage and consequently no electrical peaks are generated during high ¢,y EpEX -
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7.5.3 Conclusion of long-duration tests

The results of the two long-duration tests over multiple days demonstrated the
plausibility of the MPC loop for a stable optimal scheduling of the plant. The average
computation time for one iteration was 10.4 seconds. The machines and the storage
capacities were used to satisfy the thermal and electrical loads in consistence with the
electricity price and weather forecasts. However, global optimality was not always
guaranteed and the output of the binary approximation algorithm strongly affected the
optimal schedule. Additionally, the choice of MPC parameters e.g. maximum permissible
CPU time, tolerance of solvers, initial tank temperatures, and the load patterns also
affected the performance of the solvers. A quantification of their effects through
sensitivity analysis is an important research point for follow-up studies and the current
lab set-up facilitates it.

7.6 Fall-back solution and availability of the MPC framework

Since a mathematical evaluation of the controller’s stability, e.g. Lyapunov stability is
limited for economic-MPC problems, an alternative approach was used to evaluate the
availability of the MPC. Considering availability to be a representative metric for the
probability that the controller framework provides a practical schedule for the plant, the
solver status provided by NLP solver [IPOPT and time taken by pycombina was recorded
to calculate the availability of the MPC framework. More precisely, a counter recorded
the number of times an optimal solution, an acceptable solution (considering the
tolerance of the NLP solver), or an infeasible solution was found, and if solution in
pycombina exceeded the permitted time.

The results for 378 hours of operational data are summarised in Fig. 7-9. An optimal
solution was found for 80% of the total iterations and an acceptable solution was found
for 12% of the total iterations. For 8% of the time an infeasible solution was recorded by
the NLP solver. No particular correlation could be identified as cause of this infeasibility
since many factors e.g. mathematical stability of solver, current tank temperature,
predicted load, and minimum runtime are interdependent even in a single MPC iteration.

As mentioned in Chapter 6, in case of an infeasible solution, the control signal
corresponding to the current time-step from the previous optimal solution was applied.
This fall-back solution increased the availability of the MPC framework as it did not fail
to apply a practical control signal and ensured a reliable operation of the plant
irrespective of numerical errors or mechanical errors during the MPC loop.
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Fig. 7-9 High availability of the MPC framework due to the application of a fall-back solution as
represented in terms of solution quality over 378 hours of operation time. In most iterations an optimal
solution or an acceptable solution was found. In < 10% an infeasible solution was found and due to fall-
back solution in the MPC framework the previous optimal solution was applied. No particular
correlation could be identified as cause of this infeasibility since many factors e.g. mathematical stability
of solver, current tank temperature, predicted load, and minimum runtime are interconnected even in
a single MPC iteration

7.7  Summary and outlook

Theoretical concepts of mixed integer optimal control problems and the practical
framework of a building automation and control system were integrated together to
demonstrate the application of an economic-MPC for optimal scheduling of the INES
trigeneration lab. The analysis of MPC solutions for one iteration or multiple iterations
established the plausibility of MPC to provide a predictive switching schedule capable of
minimising consumption-related costs by considering multiple input forecasts,
hardware constraints, and storage capacities simultaneously. The process of a receding
horizon scheme was displayed and the complex interdependence of the various factors
affecting the MPC solution was highlighted.

The fall-back solution programmed in the control architecture of MPC resulted in high
availability of the controller and was quantified by recording the output of the nonlinear
problem solver and time taken for the binary approximation.

The good fit of simulated system states and measured data established the efficacy of
the models developed in Chapter 4 (and simplifications in Chapter 6) to be used in MPC
of trigeneration systems. The recommendation that models need to be only of sufficient
accuracy for MPC of thermal systems was successfully applied in this work as noticed in
the MPC results and measured data of long-duration tests.
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Although the constraint violations e.g. CHP safety return-line temperature or
minimum runtime did not lead to failure of the algorithm or hardware damage, avoiding
all constraint violations is of significant importance for widespread acceptance of MPC.
For evaluating the violation of temperature constraints and minimum runtime
constraints by MPC, the data from multiple tests was analysed. The details of this analysis
and possible improvements are discussed in Chapter 8.

7.7.1 Challenges and research potential

Multiple challenges and research potential were identified for the implementation of
MPC to industrial systems in the future.

Application of machine learning algorithms: The application of grey-box models makes
it possible to integrate machine learning algorithms for parameterisation of the
component models when developing MPC for green-field and retrofit systems. This is a
highly relevant field of research and gives the possibility to include different component
technologies and provide customised solutions for sector coupling and optimal control
of decentralised energy systems.

Cascading with rule-based controller: The possibility to cascade a MPC with a
rule-based controller could be realised by applying explicit-MPCtechniques. The optimal
schedule of the MPC is forwarded as a look-up table for a rule-based controller in the
form of the set-point values for tank temperatures or switching point between the
primary and back-up systems. The rule-based controller then operates the plant as per
these optimally set parameters but overrides the control in case any constraint violations
occur. This type of cascaded control may facilitate a safer operation due to the hard
constraints of the rule-based controller and simultaneously exploit the features of
optimal control.

Implementation of relaxed solution: The potential benefits of implementing a relaxed
solution in this study were based on an elementary comparison and further analysis is
necessary for their quantification. Such an analysis is possible through detailed
long-duration simulations or a test set-up with components capable of output
modulation. However, based on the practical experience gathered during this study, it is
highly recommended that the economic benefits of a relaxed solution in retrofit
scenarios will not overcome the investments (monetary and time) for modifying any
internal controllers or hydraulic connections to ensure its hardware implementation.

Mathematical scrutiny of optimisation algorithm and problem formulation:
To improve the quality of the relaxed solution i.e. solution of the original nonlinear
problem a thorough mathematical scrutiny of the optimisation algorithm and the
problem formulation should be done. Further simplification of the models and reducing
number of algebraic constraints should be attempted. Additionally, advanced solvers e.g.
MA27 and MA57 within the IPOPT package and sensitivity analysis with the IPOPT
setting parameters should be attempted.
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Quality of binary approximation solution: The effectiveness of the binary
approximation algorithm to find binary solutions that closely capture the dynamics of a
relaxed solution and respect all constraints is of crucial importance. The evaluation of
single MPC iterations revealed that the binary approximation is more effective if the
relaxed solution for a component is closer to 0 or 1 (bang-bang form).
Further improvement of the binary approximation method is necessary in order to find
a best possible solution corresponding to the relaxed solution and is a valuable field of
research in terms of MINLP solvers. The binary approximation methods must be
critically evaluated for their mathematical formulation and further tests e.g. with higher
permissible times should be done for their development.

Uncertainty in forecast data, price predictions, and model mismatch: A deterministic
forecast was used in this work because the focal point was to demonstrate and compare
MPC against a reference controller under almost-identical conditions. Additionally, with
the assumption that the slow dynamics of a thermal system are handled adequately with
areceding horizon scheme a practical and simple approach was possible. However, when
the effect of uncertainties in the input data (disturbances and measurement noise) or
model output (numerical errors or mismatch) are a matter of concern then explicit
techniques to formulate robust MPC or stochastic MPC should be applied (c£. Section 3.3).
This is a highly relevant field of research and many theoretical studies have developed
these approaches. A practical application of these approaches and quantitative analysis
to evaluate their benefits for systems highly sensible to uncertainties and model
mismatch is also a valuable research topic.
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8 Experimental Results: Comparison of a Reference Controller and MPC

A demonstration of the MPC’s performance in comparison to a rule-based
conventional controller is given in this chapter. In addition to a detailed experimental
analysis of one test per season, an economic calculation and operational analysis using
data from 6 experiments in summer and 8 experiments in winter for a total operational
time of 391 hours and 577 hours respectively is presented. An economic benefit in final
energy costs of 6% to 15% was realised using MPC and further qualitative benefits from
an engineering perspective were identified.

8.1 Experimental analysis

The performance of the MPC was compared to a reference controller under scenarios
with almost-identical parameters: e.g. thermal load profile, electricity prices, and initial
tank temperatures. The duration of a test was 1 to 5 days for each controller whereby
the ambient temperature did not vary significantly. The details for each test are available
in the list of tests in Appendix E. The results for one comparison in a summer scenario
and one comparison in a winter scenario are illustrated in the following sections.

8.1.1 Summer

The summer scenario for a long-duration MPC test described in Chapter 7 was also
used for the reference controller. The reference controller followed a conventional
base load matching - following thermal load strategy (BLM-FTL) as described in
Section 2.3 and Section 4.1. Table 8-1 summarises the parameterisation of the
conventional controller.

Table 8-1 Parameters for implementing the reference controller for summer with switching point

TCTl,max 12 OC
TCT4,min 12 OC
Switching point (6.5 kWin
THT6,min 70 OC
THT1,CHP, max 70 °C

The values were selected after multiple tuning experiments and discussions with the
component manufacturers to design a conventional controller specifically for the INES
laboratory set-up. A hysteresis over the top and bottom tank temperatures was
introduced to avoid frequent switching of the components and utilise the entire tank
volume. T¢1c ser Was set at 14 °C and during the test with a reference controller Terc ref
was achieved and during the test with the MPC Tgpcmpc was achieved.
Further description of the parameter selection is given in Appendix B.4.
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The profiles of input parameters for both the controllers over the entire monitoring
campaign are illustrated in Fig. &-1. The ambient temperature for the reference
controller T rer and the MPC Ty, mpc are similar over the 8 days of tests. The cooling
load forecast Py, ¢, ¢c is same for both the tests and is based on a hospital load profile.
The actual cooling load covered by the reference controller Py, ¢, ref and by the MPC
Pih,cLmpc are also shown in the figure.
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Fig. 8-1 Input data for a long-duration test of a summer scenario with reference controller started on
28.08.2019 at 12:45 and MPC controller started on 01.09.2019 at 12:45

In Fig. 8-Z, the measured data for feed-line temperature to the TC achieved by the
three-way mixing valve during the two tests is illustrated. During both tests the T¢ ¢ set
set at 14 °C is closely tracked, with the exception of T¢pc mpc during 12:45 to 18:45 on
the second and third day of operation, which are referred later in this section.
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Fig. 8-2 Measurement data for the feed-line temperature to the cooling circuit in test chambers with
reference controller and MPC starting at 12:45. Deviations from set-point occuring during times of
inadequate cooling feed-line temperature in CTES are noticed

To understand fundamental differences in the actions of the two controllers, the
thermal and electrical balances with tank temperatures and electricity price are plotted
in Fig. 8-3.

The results of the test with reference controller are plotted on the left side of the figure
and results with MPC are plotted on the right side. Both tests are of the same duration
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(92.75 hours) and started with similar initial temperatures in the tanks. The significant
observations are summarised below:

Simpler tuning of MPC: The tuning of the MPC is done by defining the permissible
operation range in the HTES and CTES using the parameters
Tyti max Tmin» TeTi max @nd Tinin. The operation is bounded with temperature limits
T: adcHmins Tr.cHPmax and Tgrcset» Which are promptly defined in datasheets of the
components.

These constraints specify a wide range of possible operation within which the MPC
automatically finds an optimal solution whereas the tuning of the reference controller is
through the nontrivial process of commissioning routines, simulation studies, or
guesswork based on recommendation of individual component manufacturers (often
not directly suitable for multicomponent systems).

Base load matching-following thermal load strategy and hysteresis is noticed in
reference controller’s operation: In Fig. 8-3 (a) of the reference controller, the following
thermal load operation of the CHP is observed. The CHP turns on when Tyt is cooler
than Tyrg min and remains on till Ty, is hotter than Tyr; cyp max- Similarly, the hysteresis
control operation of the AdC and CC is seen in Fig. 8-3(b) of the reference controller.
The chillers operate until T¢, is cooler than Terg min and turn on when Tepy is warmer
than Tcrq max- This operation gives the hysteresis controller its distinct saw-tooth
pattern. As defined in the conventional controller’s base load matching configuration, it
operates the AdC if Py, ¢, < 6.5 KWy, , else it operates the CC.

In the thermal (heating) balance, Py, cyp and Py, gt satisfy Py aqc g and charging of
the HTES leads to stratified tank temperatures. Four temperatures in HTES are shown,
with Tyr, being at the bottom and corresponding to the return-line for CHP and Tyrg
corresponding to the driving temperature for the AdC. In the thermal (cooling)
balance, Py, cces Penadc,L, and Py, cr satisfy Py, c.. Two temperatures in CTES are shown,
with Terq being at the bottom (feeding the load) and T¢t, (going to the chillers).

MPC does not violate minimum runtime constraint: As discussed in Section 6.1 the
minimum runtime constraint is implemented in the controllers to consider the
maintenance and lifetime of mechanical components in switch-critical machines such as
CHP or RHP. It is implemented using the hysteresis logic in the reference controller and
as a mathematical constraint in the MPC.

In this particular scenario, a less switching or a more continuous operation of the
components is observed in the reference controller due to the hysteresis dead-band logic
over tank temperatures. The switching of components in MPC is more frequent because
it does not depend only on the current tank temperatures but also on the forecast data,
economic costs over the entire horizon, and the minimum up/down time setting as
discussed in Chapter 7. The MPC maintains a higher average temperature in the HTES
(73 °C compared to 66 °C by reference controller) and the switching of components does
not violate minimum runtime constraint.
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A more detailed analysis of this point is done in Section 8.3.2 with data collected over
multiple tests.

Inadequate cooling feed-line temperature in CTES: Even though a 2 K buffer was
planned for the reference controller by setting the Tcrqpmin = 12°C for the
Tercset = 14 °C, the tank temperature is inadequate at certain points during the
operation. The MPC also violates this constraint especially from 12:45 to 18:45 on the
second and third day of operation. Referring to Fig. 8-Z earlier, it is in these regions of
inadequate tank temperatures that T¢ ¢ ypc and Tepc rer deviate from Tgpc get-

Predictive charging of CTES by MPC: Higher night-time charging of the CTES with MPC
is observed as it operates the CC even at lower cooling loads to predictively charge the
CTES (almost till minimum permissible temperatures) for using the energy during
daytime.

Grid-adverse operation of reference controller and grid-supportive operation of MPC:
Interpreting the thermal balances with respect to the electrical balances and electricity
price Tejbuywerk I Fig. 8-3 (c), it is observed that the reference controller often
operates the CC ie. generates electrical peaks during times of high 7, puyEwERK-
This behaviour is more frequent when high thermal and electrical loads occur
simultaneously and is significantly grid-adverse since electricity is purchased during
peak hours. Additionally, it is observed that the reference controller produces excess
electricity and adversely feeds it to the grid during night-time.

On the other hand, the MPC minimises peaks (in most cases) during times of high
Telbuy,EWERK- HOWever, under certain circumstances e.g. lack of sufficient energy in CTES

and peak cooling loads, the MPC also operates the CC during times of high 7, puy EwERk-

It then exploits the minimum up/down time of the CC and switches the machine
frequently to avoid longer peaks.
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8.1.2 Winter

The winter scenario for a long-duration MPC test described in Chapter 7was also used
for the reference controller. The reference controller followed a conventional BLM-FTL
strategy. 7able 8-2 summarises the parametrisation of the reference controller with
hysteresis and a description of the parameter selection is given in Appendix B.

Table 8-2 Parameters for implementing the reference controller for winter scenario with switching

point
THT1,max, CHP 70 °C
THT1,max, HP 43 °C
THT6,min 70 OC
Switching point 10.5 kW

The profiles of input parameters for both the controllers over the entire monitoring
campaign are illustrated in Fjg. 8-4. Although the profiles of the ambient temperature are
different during the two tests, the average ambient temperature is similar and the daily
temperature differential is lower compared to summer tests. The heating load forecast
P uifc Is same for both the tests and is based on a hospital load profile used in
Chapter 7. The actual heating load covered by the reference controller Py, gy, ¢ and by
the MPC Py, g1, mpc are also shown in the figure. Both the controllers follow the forecast
more closely in winter compared to the summer test.

mwmjmmmmmm H mnmmmmmmn‘mmmm mw Mmmmmmmmmwﬂm’l il 2

Fig. 8-4 Input data for a long-duration test of a winter scenario with reference controller started on
11.12.2019 at 16:00 and MPC controller started on 16.12.2019 at 16:00

In Fig. 8-5, the measured data for feed-line temperature to the TC achieved by the
three-way mixing valve during the two tests is illustrated. During both tests the T¢ ¢ set
set at 40 °C is closely tracked with the exception at Time = ca. 16:00 to 22:00 on the
second day of operation and the two distinct peaks for the T¢ ¢ ref at Time =ca. 16:00 on

the second day and Time = ca. 09:45 on the last day, which are referred to later in this
section.
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Fig. 8-5 Measurement data for the feed-line temperature to the heating circuit in test chambers with
reference controller and MPC starting at 16:00. Deviations from set-point occuring during times of
inadequate heating feed-line temperature and peaks due to rapid mixing in HTES are noticed

To understand fundamental differences in the actions of the two controllers, the
thermal and electrical balances with tank temperatures and electricity price are plotted
in Fig. 8-6. Both tests are of the same duration (94.5 hours) and start with a

homogeneous HTES initial temperature of ca. 50 °C. The significant observations are
summarised below:

Simpler tuning of MPC: Similar to the summer scenario, the tuning of MPC is done by
defining an operation in the HTES using the two parameters Tyr;max and Tyr; min-
The operation is bounded with temperature limits Ty yp ¢ max, Tr.cHP.max» aNd TeTc sets
which are promptly defined in datasheets of the components.

Base load matching-following thermal load strategy and hysteresis is noticed in
reference controller’s operation: The BLM-FTL strategy of the CHP and HP is observed in
the thermal balance of the reference controller. The CHP is on if Py, g, < 10.5 KWy, else
the HP is on. In addition to this switching logic, the hysteresis over the HTES
temperatures is also observed. The CHP or HP goes on if Ty is cooler than Tyrg min and
the CHP goes off when Ty, is warmer than Tyt cyp max- and HP goes off when Ty is
warmer than Tyrq gp max-

The Py, cups Pohup,co and Py, gt satisfy Py, g, and charging of the HTES leads to
stratified tank temperatures. Four temperatures in HTES are shown, with Ty, being at
the bottom and corresponding to the return-line for CHP and HP, while Tyg is at the top.

Mixing of tank temperatures due to HP operation: The noticeable mixing of tank layers
due to smaller temperature differential and high volume flow of HP is also observed in
the reference controller operation. Referring to Fig. -5 above, it is in these regions of
rapid mixing that the peaks in deviation of T¢ ¢ ref from Tercser OCCur as the three-way
mixing valve cannot react fast enough.

MPC minimises HP operation: The MPC solution has a higher average temperature in
the HTES (64 °C compared to 60 °C by reference controller) and the heating load is
satisfied only with Py, cyp and Py, yr as discussed in Section 7.1.2.
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Inadequate heating feed-line temperature in HTES: Although the MPC does not operate
the HP over the entire test period, it is counter-intuitive in cases when adequate tank
temperature is not available during peak load requirements. Referring to Fig. 8-5earlier,
itis in these regions of inadequate tank temperature that T¢ ¢ ypc deviates from Tg ¢ set-
A discussion on this behaviour arising from the goal of economic optimisation or model
inaccuracies is done in Section 8.3.2.

In case of the reference controller inadequate temperatures arise when the CHP is
turned on as per its hysteresis logic and the load layer reaches adequate temperature
much later due to the thermal inertia of stratification. Referring to Fig. 8-5above, it is in
these regions of inadequate tank temperature that the T¢ ¢ 1o deviates from Tgpc get.

Grid-adverse operation of reference controller and grid-supportive operation of MPC:
Interpreting the thermal balances with respect to the electrical balances and electricity
price in Fig. 8-6 (b), it is observed that the reference controller operates the HP i.e.
generates electrical peaks irrespective of the forecasted electrical load or price of
electricity ¢ puy,epEx- This operation leads to grid-adverse switching of the HP especially

when peak Py, i, occurs simultaneously with peak electrical loads and high ¢y EpEX-

In contrast, the MPC provides a grid-supportive schedule with respect to the
Telbuy,EPEX €-8- Dy switching off the CHP in times of lower Py, i1, and Pej gy, total, thereby
avoiding HTES overheating and switching on the CHP at higher Py, g1, and Pg gp total @S
seen on last two days of the MPC test.
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8.1.3 Conclusion of experimental analysis

The reference controller and MPC were available throughout the test duration and the
building automation and control framework did not fail. Since the reference controller
was set-up with extensive operational knowledge of this exact system, its performance
was not significantly lower than the MPC. For instance, it also facilitated high CHP
operation, usage of the AdC and usage of storage capacity. However, the major
differences in MPC operation were observed in the predictive charging of tanks, reduced
usage of RHP, and more operation of the CHP-AdC combination.

It is challenging to interpret the advantage of the optimal solution only by graphical
analysis of measured data. The measured data captures the effect of the actually applied
control signal out of the complete predictive solution calculated by the MPC over the
entire horizon. For a detailed comprehension of the MPC'’s solution quality, the 24-hour
solution from each iteration must be recorded and analysed. Such an analysis was out of
scope of this work and the advantage of MPC is quantified using economic and
operational analysis of entire measured data.

8.2  Economic analysis

An economic analysis of the experimental data from reference controller and MPC was
done using total consumption-related costs and simple levelised cost of energy
calculations considering the cost function defined in Section 6.2. Results from multiple
tests under various scenarios producing 968 hours of monitoring data were analysed to
balance out the effects of uncontrollable operational fluctuations and achieve
reproducibility of results when comparing both controllers.

For calculating the electricity bought Pej griq puy OF sold to grid Pej grig senn, the electrical
power balance in (8.1) was used.

Pel,grid (t) = (Pel,EL(t) + Pel,HP(t) + Pel,CC (t) + Pel,AdC (t) + Pel,OC(t) + Pel,aux(t)) -

Peycup (1) (8.1a)
If,
Peygria(t) > 0, Py grid buy (£)=Pel gria (t) and Pej griq sen (£)=0 (8.1Db)
Else,
Pey grid,sel1 (£)=Pey grida (t) and Pej grig buy (t)=0 (8.1¢)

Since the electricity prices are in 15-minute time intervals, the total cost of electricity
Costg for t € [t,, tg] was calculated using an integration interval d¢t = 0.25 hours as in
(8.2).
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t
COStel = ftof(Pel,grid,buy(t)rel,buy(t) - |Pel,grid,sell(t)|Te1,sell(t))dt (8-2)

The total cost of fuel Costg,e Was also calculated using an integration interval
dt = 0.25 hours as in (8.3).

Costier = [, (Drue1 (DTruer (1)) dt (8:3)

The total consumption-related costs for final energy Cost;, was calculated using (8.4)
and was the focus of comparison between the reference and MPC controller since it was
the target function of the economic-MPC.

Costge = CoSte) + CoStyyel (8.4)

However, for getting a more practically relevant metric to compare economic

performance of the controllers, the simple levelised cost of energy sLCOE! was also
calculated. The thermal simple levelised cost of energy sLCOE};, was calculated based on
the total useful energy required for the thermal load and the electrical simple levelised
cost of energy sLCOE, was calculated using the total useful energy required for electrical
load. The system boundary for energy and cost balance is shown in Fig. &-7.
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Fig 8-7 System boundary for calculating the simple levelised cost of energy considering the useful
energies required for thermal and electrical load

The electrical load satisfied W, g1, was calculated using (8.5).

1 The sLCOE used in this work is related to final energy demand-related costs over the monitoring campaign only and
does not include investment costs or operation-related costs over life of plant as used in complex LCOE calculations
(definition in glossary of terms).
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t
WeleL = ftof Pey g (8) dt (8.5)

Whereas, the total cooling load covered Qy, ¢,0) and total heating load covered Q, heat
were calculated using (8.6) and (8.7) respectively.

t
Qth,cool = ftof Py, cL(8) dt (8.6)

t
Qthheat = ftofpth,HL(t) de (8.7)

The SLCOEg), SLCOEy, co01 » and SLCOEy, peat Were calculated using their respective
energy balances and are summarised in (8.8), (8.9), and (8.10) below.

__ Costfe

SLCOEg =~ (8.8)
Costse

SLCOEw, cool = Q;Scofol (8.9)
Costse

SLCOE g heat = Qt‘}’fhefat (8.10)

The following indicators or coefficients were calculated for characterising the
different load profiles, identifying their effects on the consumption-related costs, and
quantifying the usage of storage capacity:

e Load ratio is the ratio of the electrical load to thermal load (Wg gL/QwmcL OF
We1EL/QmuL) satisfied over the test duration. A higher load ratio signifies a load
profile with greater electrical load requirements than thermal load requirements e.g.
transition season in non-residential buildings.

e Fnergy stored in the tank (thermal energy produced - thermal load covered),
assuming all thermal losses during test duration are represented in the thermal loss
over the tanks.

e Self-consumption ratiois the ratio of the total electricity produced by the CHP to the
total electrical load satisfied! (W) cup/WelEL total), and the total cooling (heating)
produced by the CC (HP) to the cooling (heating) load satisfied (Qw,cc()/@h,cL OF
Qehuph)/@nur)- An electrical self-consumption ratio greater than 1 signifies
complete coverage of electric load with CHP’s generation and possible feed-in to the

grid. A higher thermal self-consumption ratio signifies coverage of thermal load
predominantly with the RHP.

The results of the economic analysis are summarised in 7able 8-3 for summer tests
and in

Table 8-4 for winter tests. The date of the test and duration of the test in number of
days of operation with each controller are noted.

In the summer scenario, the Costs, is 6% lower (average of different tests) with MPC,
ranging between 1.5% to 9% savings. For all the tests, SLCOE,, is lower with MPC and an

! Including the electrical energy requirements of components.
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average 6% saving is noticed. For most tests, SLCOE, o0 is lower with MPC and an
average saving of 1.4% is noticed. With an increasing load ratio, the magnitude of
SLCOEy, co01 increases as the total Costg is higher due to higher electrical loads.
Accordingly, the magnitude of electrical self-consumption ratio reduces for both
controllers. In most cases, the MPC has a higher electrical self-consumption ratio and a
lower thermal (cooling) self-consumption ratio compared to the reference controller.
This indicates the higher usage of CHP and lower usage of the CC by the MPC controller.
Additionally, the SLCOE, o, With MPC is higher in two tests when more energy in the
CTES is stored.

In the winter scenario, a higher saving in Cost¢, and sLCOE is noticed compared to the
summer scenario. This is because, in winter, electricity can be strictly either consumed
(RHP) or produced (CHP) to provide heating unlike the possibility to provide cooling
along with electricity production in all modes for summer. The final energy costs are 15%
lower (average of different tests) with the MPC, ranging between 3.4% to 35% savings.
The sLCOE,, is also lower with MPC and an average 15% saving is noticed. An average
14.6% saving in SLCOE, pea¢ is noticed with MPC compared to the reference controller.
Similar to the summer scenario, increasing load ratio leads to increasing sSLCOE, peat
and lower electrical self-consumption ratio with both controllers. It is observed that MPC
stored more energy in HTES and covered all the HL profiles with a lower thermal
self-consumption ratio i.e. lower HP operation.

Table 8-3 Economic analysis of multiple summer scenario tests using different varying load profiles,

electricity tariffs, and test duration (chronological order). Only CTES energy analysed for summer to
keep table concise

Energy Electrical Thermal

Test date

& Load Costs SLOOEa1 SLOOEm o1 Stored in self- self-
. ratio [€] [€/kWhe1] [€/kWhi] CTES consumption consumption
duration - .
[kiWhn] ratio ratio
21.10.13 0.90 [74.7 [10.6 0.2% 0.280 0.235 |0.239 |44.80 [63.65 [0.60 [0.84 [0.74 [0.66
(3 days)
16.10.19
1.79 137 {127 (0.266 (0.247 (0.420 (0.421 44.25 |61.37 [0.37 [0.52 0.75 [0.42
(3 days)
11.10.19 1.71 [73.5 |68.8 0.271 [0.254 (0.411 [0.399 |31.95 [23.13 [0.34 (0.52 [0.84 [0.62
(1.5 days) . . . . . . . . . . . .
01.10.19
0.61 [106 (99.2 0.346 0.323 (0.195 [0.188 54 48 0.89 [0.82 [0.51 [0.60
(4 days)
23.09.19 0.59 141.9 [38.1 0.371 [0.338 [0.208 [0.205 |14.13 |8.45 [0.69 [0.74 [0.65 |0.54
(1.5 days) ' . . . . . . . . . . . .
10.09.19
5 days) 1.02 |94.5 93.1 0.306 0.301 (0.258 [0.252 56.20 23.27 0.90 [0.75 [0.40 [0.51
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Table 8-4 Economic analysis of multiple winter scenario tests using difterent load profiles, electricity
tariffs, and test duration (chronological order). Higher saving observed in winter

Fnerg = a CLIlic
= aate oad O o 80, 80, = oreqd = =
Ql a O a O CWhe CWNy CO e O CO e O
CWN a O a O
Both Ref MEC MEC MEC Ref MC Ref MEC Ref MR
08.04.20  0.39 [36.1 58.3 0.314 D.213 0.126 D.085 169.58 84.5 0.68 [1.23 0.36 [0.05
(3 days)
31.03.20  0.39 9.2 24 0.313 D.258 0.117 D.096 (20 4.5 D.69 1.0 D.28 [0.12
(0.9 days)
07.02.20 1 55 193 188 0.265 D.217 D.200 D.160 64.9 [195.8 0.53 0.80 [0.18 [0
(4.7 days)
1
22.01.20° |5 39 5g 258 (0.204 0.203 0.079 [0.079 197 [209.6[1.64 [1.64 0 [0
(3.8 days)
03.01.20 4 55 415 69.1 0.240 0.282 (0.150 0.150 99.5 [161.2 0.94 [1.02 0 [
(3.8 days)
11.12.19 4 63 110 101 0.229 D.210 D.144 D.132 118 [172.6 0.79 0.95 [0.08 [
(3.9 days)
02.12.19 15 76 103 97.8 0.234 D222 0.179 D.171 [63.8 71.28 0.66 [0.72 0.05 [0
(2.6 days)
13.11.19 1 39 35 351.0 0.358 0.233 D.141 D.094 62 [5.10 0.48 [1.25 [0.27 [0
(1 day)

The primary energy consumption for both controllers was calculated assuming a
factor of 1.1 for fuel and 1.8 for electricity (EnEV-online, 2016). An energy-economy
mismatch was noticed in a few control sequences where the MPC consumed 8% to 10%
more primary energy but was also a more economical variant.

8.3  Operational analysis

Two methods were used to compare the performance and efficiency of the controllers
through operational analysis: (a) Analysis of operational runtime of machines with
respect to electricity price and load profiles (b) violation of constraints.

8.3.1 Operational runtime of machines based on electricity price and load

The operational data collected for the different machines in the summer and winter
scenarios was grouped into nine categories (low, medium, and high) according to
magnitude of the electricity price and forecasted thermal or electrical load. The total
number of data points in each category was same for the reference and MPC controller.
Therefore, it was possible to compare the percentage of time a machine(s) was operated
by each controller in that category. The operational time of a machine or combination of

1In the test on 22.01.2020, the control actions of the reference controllers and the MPC were very similar, emphasising
the point that the reference controller was already very well planned for this particular plant and any added economic
benefits with MPC are highly valuable.
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machines in a particular category was calculated as a percentage of the plant’s total
operational time in that category by counting the number of data points when the
relevant machine(s) was on.

The results for operational analysis of the experimental data in summer scenario with
respect to electricity price and the thermal load are shown in Fig. 8-8. For instance, out
of 484 data points or 121 hours of operational time in the category low price - low load,
the “CHP+AdC” combination is used for 51% of the time (61.5 hours) by the reference
controller and for 21% of the time (25.25 hours) by MPC. Operation of the machines is
dependent on multiple factors such as tank temperatures, load forecast, and ambient
temperature simultaneously and therefore a direct correlation is not possible in all cases.
However, the significant differences that were in accord with the measured data and
operational experience are highlighted below:

MPC operates the CHP for a longer duration: In most tests, the MPC operates the CHP
or a combination of CHP (larger blue and yellow pies) with other machines for a longer
duration compared to the reference controller. This is even more significant when
electricity prices are higher and the grid is supported. An exception however is the
category high price - low load and low price - low load, where the reference controller
operates the CHP for a longer duration. This is due to the higher operation of AdC
(leading to higher CHP operation) by the reference controller in low thermal load
category.

No data points exist in categories high load and low or medium electricity price:
The synthesised load profiles and electricity profiles complement (unintentionally) in
such a manner that the electricity price is in the higher category whenever the load is in
the higher category. For instance, on a working day during peak office hours in a non-
residential building, the thermal load and electricity price are both in the higher
category.

Switching point control logic of reference controller is identified: Irrespective of
electricity price, the reference controller operates the CC (larger yellow and orange pies)
significantly during medium and high cooling loads and the AdC during low cooling loads.
This corresponds to the switching point logic defined for the reference controller.

Grid-supportive operation of MPC: The MPC uses the AdC and CC flexibly considering
the electricity price. For instance, in low price - low load region the CC is operated to
benefit from the low electricity price and charging the cold tank. During high price - high
load the CC operation with MPC is considerably lesser (38%) than the reference
controller (100%) to avoid consumption of electricity in peak hours.

174



8-Experimental Results: Comparison of a Reference Controller and MPC
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Fig. 8-8 Operational analysis of 391 hours of summer experimental data for operating hours of a
machine in a particular electricity price - thermal load (cooling) category. 100% of a pie represents the
total number of data points in that price - load category. The number of data points in a category is same
for both controllers. The different operational times of machines run by the controller is shown. Note:
Only a few relations could be established based on the measured data and not every pie-chart
represents a reliable correlation or comparison

The results for operational analysis of the experimental data in summer scenario with
respect to electricity price and the electrical load are shown in Fig. 8-9.

MPC operates the CHP for a longer duration only during medium and high load
categories: The MPC operates the CHP for a longer duration in these significant
categories when electrical loads and prices are higher and the grid is supported.
However, during the low electrical load categories the CHP is operated lesser compared
to the reference controller. This is linked to the reduced AdC operation (reduced heat
sink for CHP in summer) and increased CC operation by the MPC in low load categories
for predictively charging the CTES.

Grid-supportive operation of MPC: Under the assumption that the electricity price
directly represents the production and demand situation in the grid, it is detected that
the MPC operates the CHP and CC complementary to the electrical load profile.
For instance, the CC is operated lesser during times of medium and high load to minimise
net purchase from the grid and consecutively relieve load on grid especially in the high
price category.

Similar operation of MPC and reference controller: Unlike the distinct differences in the
magnitude of operational times of the different machines in Fig. 8-8 (thermal load
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analysis) the analysis with respect to electrical load reveals a similar operation of the
controllers with a mix of all three machines being used in the different categories.

Low Load Medium Load High Load

Electrical (0 to 3 kW) (3 to 6 kW) (6 to 12 kW,

o L IEYE “
Q 0 @SS
\\. 6’ "I 4 (‘

Ref MPC Ref MPC Ref

0.24 o
0.26 €/Kitel)

Hich price
(0.26 to
0.29 €/khy)

B cup M adcM CcCcM cup+ccM M cup+adcM M HT+CT

Fig. 8-9 Operational analysis of 391 hours of summer experimental data for operating hours of a
machine in a particular electricity price - electrical load category. MPC operates CHP more often (larger
blue and yellow pies) in most categories. In high price — high load category MPC minimises CC operation
and still uses AdC

The results for operational analysis of the experimental data in winter scenario with
respect to electricity price and the heating load are shown in Fig. 8-10. Operation of the
machines is dependent on multiple factors such as tank temperatures, load forecast, and
ambient temperature simultaneously. A direct correlation is not possible in all cases.
However, the significant differences that were in accord with the measured data and
operational experience are highlighted below:

MPC operates the CHP for a longer duration: Based on the type of optimal schedules
calculated by MPC (cf. Chapter 7) it is seen in the summarised data that the operational
time of the CHP is much longer in MPC compared to the reference controller. It is noted
that the HTES is charged and discharged predictively and the stratification model is used
optimally to ensure the long operation hours of the CHP.

HP operation is minimised in MPC: Another advantage of the optimal control strategy
is the satisfaction of heating load without applying the HP (peak load component) as
noticed in its smaller pie area for MPC. The peak load hours are covered by the MPC by
using the storage capacity of the HTES optimally. The implication of this result is that
greater load demands could be satisfied with the same size equipment using MPC.
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Fig. 8-10 Operational analysis of 577 hours of winter experimental data for operating hours of a

machine in a particular electricity price — thermal load (heating) category. MPC minimises HP operation
and is able to cover greater thermal loads with same equipment capacity by using storage optimally

The results for operational analysis of the experimental data in winter scenario with
respect to electricity price and the electrical load are summarised in Fig 8-11.

Grid-supportive operation of MPC: The longer duration of CHP operation and minimal
application of HP especially in high load and high price categories translates to a grid
supportive operation of MPC assuming the electricity price represents variability in the
grid. A grid supportive behaviour would be enhanced if HP is operated in low price
categories. The reference controller applies the HP during high load hours as described
in its “switching point” control logic. This is of significant disadvantage when high load
hours correspond with high electricity price hours as seen in the summarised data.
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Electrical Low Load Medium Load High Load
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Fig. 8-11 Operational analysis of 577 hours of winter experimental data for operating hours of a
machine in a particular electricity price - electrical load category. Grid adverse operation of reference
controller due to HP application in medium and high price-load categories is noticed

8.3.2 Constraint violations

In the second method for operational analysis, measured data for both seasons
amounting to 758 hours of operation per controller was evaluated to identify violation
of operational constraints as formulated in Chapter 6: (a) temperature limits, (b)
minimum up/down time, and (c) adequate tank temperature for heating or cooling.

(a) Violation of temperature limits: If the controller operated a machine even when the
applicable operational temperature limit was exceeded, the data point was recorded as
a violation. The number of violations out of the total data points was counted to calculate
the percentage of total time a machine operated under unacceptable conditions.

The results of the analysis for the violation of temperature limits are summarised in
Fig. 8-12. It is observed that the MPC operated the CHP beyond its temperature limit
T cup,max for ca. 2.5% of its total operation time while the reference controller did not
violate this constraint. The reference controller operated the HP for 20% of the total
operational time in an unacceptable region because of both the constraints whereas the
MPC did not violate these constraints. Both, reference and MPC controller operated the
AdC for less than 1.5% of its total operational time at temperatures lower than

Tr,AdC,H,min-
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The rule-based reference controller uses the Tyt max as a hard constraint and shuts
down the CHP immediately as this temperature is exceeded thereby avoiding violation
of Ty cHpmax- On the other hand, the HP and AdC constraints are violated since they are
not programmed as a hard constraint in the controller’s algorithm (reduced control
accuracy) but are avoided by setting the Tyt gp max and Tyre min Parameters. The tuning
of these parameters is scenario dependent requiring previous knowledge of the system
and basic energy balance calculations. These violations could be avoided by
programming hard constraints or adding further rules to the reference controller,
making the tuning process more complex and prone to error in judgement.

In case of MPC, a preliminary evaluation of the measured data showed that the
temperature violations occur when it used slack variables in the soft constraint to
achieve a more economical solution, when it used a sub-optimal binary approximation
solution, or when the models inaccurately predicted the circuit temperatures.
For example, at certain data points it was more economical for the MPC to keep the CHP
running even at higher return-line temperatures and paying the penalty for slacks
instead of shutting down the CHP completely. In other cases, the binary approximation
did not shut down the CHP even though the relaxed solution was close to zero. An
example of such behaviour was demonstrated in the long-duration summer test in
Section 7.5.1.
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Fig 8-12 Violation of temperature limits over total operational time of the corresponding machine. CHP
constraint programmed as hard constraint in reference controller leading to no violation whereas HP
constraints not programmed as hard constraints leading to more violations. MPC’s violation of CHP
constraint due to slack variable usage or sub-optimal binary approximation solutions is observed

(b) Violation of minimum up/down time: The supervisory controller, MPC or reference,
both overwrite the internal restrictions of the components such that the final on-off
signal is received only from the supervisory controller. Hence, the minimum runtime
logic is programmed in these controllers as either mathematical constraints or using the
hysteresis logic.

Similar to temperature violations an analysis of the minimum up/down time
violations was done for the four machines. The total number of flanks for a machine was
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calculated based on the number of times it was switched on or off. A violation was
recorded if the machine was not operated for the predefined minimum runtime before a
flank occurred. The number of flank violations as a percentage of the total flanks was
calculated to compare the performance of the two controllers. The results are shown in
Fig. 8-13.

Percentage of
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o\

total flanks
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CHP HP CCM AdCM

Minimum up/down time violation
BRef RMPC

Fig. 8-13 Violation of minimum up/down time for total flanks over total operational time

The reference controller violated the minimum up/down time constraint in case of
CHP for 22.5% of the total flanks and in case of AdC for 14.6% of the total flanks. For both
these machines, the MPC violated the constraint a fewer times with 17.7% in case of CHP
and 6.5% in case of AdC. However, the MPC violated the constraint a greater number of
times in case of CC with 15.3% whereas the reference controller did not violate the CC
constraint due to its hysteresis dead-band logic.

The numerical complexities of solving a MINLP do not always lead to global optimum
and further improvements of the NLP solver and the binary approximation routine
should be made for stricter implementation of the minimum up/down time constraint.
A mathematical evaluation of the binary approximation algorithm in pycombina for
improving the quality of binary solutions is necessary. Such an evaluation was not in the
scope of this study and is recommended as future research work. In any case, the setting
of a minimum runtime constraint in MPC is more intuitive and practical than estimating
the tank temperatures for the hysteresis logic to achieve the minimum runtime in the
reference controller.

(c) Adequate heating or cooling feed-line temperature in tanks: Finally, an analysis for
adequacy of tank temperature to achieve the set feed-line temperature in the TC circuit
Te1cset Was done. The adequacy was calculated as an absolute temperature difference
between the temperature of the tank-layer supplying the load (Tyte or Ter1) and Terc set-
If Tyre (Tcr1) Was lower (higher) than the T¢rcger for the heating (cooling) scenario,
then the temperature in the tank was considered inadequate. The inadequacy increases
with increasing magnitude of temperature difference. The results for this operational
analysis are summarised in Fig. 8-14.
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Fig. 8-14 Frequency for the adequacy of tank temperature over 758 hours of experimental data

Both the controllers were able to maintain adequate temperatures in the tank for more
than 90% of the experimental data. However, the MPC controller violated the soft
constraint to maintain adequate tank temperature by a maximum of 3 K for 6.6% of the
total time. The number of violations greater than 3 K are negligible and in certain cases
the measured data shows deviation due to the periodic behaviour of the AdC and the
limitations of the three-way mixing valve controller. A detailed evaluation of this
deviation was not in the scope of this work.

8.3.3 Conclusion of operational analysis

The MPC violated certain not-critical constraints for temperature and minimum
runtime more than the reference controller, but followed its main aim of economic
improvement (cf Section 8.1.3) and operated stably without posing a risk to the
hardware or reducing system efficiency significantly. In the cases, when hard constraints
were programmed in the reference controller (exactly for this set-up in a nontrivial
process) the violations were smaller than the MPC.

The preliminary analysis of measured data revealed following primary reasons or
combinations of them for the constraint violations: (a) usage of slack variables for
violating the soft constraints when the total economic cost was still minimum,
(b) sub-optimal solutions for the binary approximation problem, (c) impractically scaled
thermal loads, (d) model-mismatch including technical limitations(cf Chapter 4.1.3).

To minimise constraint violations further tuning of the controllers is necessary.
For the reference controller, more time-consuming tests and calculations or simulations
with the system are needed to adapt the control logic. Moreover, such a tuning may be
effective only for the target system and scenario and the performance of the reference
controller may deteriorate when the system operates outside the range used for tuning
the controller.

On the other hand, as discussed in Section 8.1, the MPC is easily tuned and is more
flexible to choose the optimal solution within the entire operational range. It can be
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adapted to other plants and scenarios without excessive tuning efforts as it automatically
calculates the control signal.

8.4 Summary and outlook

The results from multiple long-duration tests in summer and winter with ca. 950 hours
of MPC operation and implementing different types of loads, electricity tariff structures,
and initialisation parameters was analysed and a stable operation of the control loop was
demonstrated. The MPC was compared under almost-identical circumstances to a
reference controller based on a conventional following thermal load- base load matching
strategy. The thermal and electrical energy balances of both controllers were assessed
and the measured data was evaluated for economic and operational analysis. The MPC
controller showed an average saving of 5.9% to 11.7% in simple levelised cost of energy
over the reference controller. In addition to the economic benefits, the MPC also showed
operational benefits in terms of grid-supportive scheduling of the components and
following hardware constraints. For instance, lower switching of switch-critical
machines like CHP and AdC and higher switching of less critical components like RHP.
It was noted that the reference controller was specifically developed for the INES
trigeneration lab after multiple tests and recommendations of the component
manufacturers. Thus, economic and operational benefits of an MPC controller would be
even greater over a standard reference controller.

In addition to the quantifiable gains, the following qualitative advantages for MPC from
an engineering perspective were identified:

Commissioning of controller: After developing the initial mathematical framework of
the MPC in an extensive effort, it was tuned using basic engineering knowledge and
component data sheets. The commissioning and adaption of this MPC in a green-field or
retrofit scenario for different set-ups can be time and resource efficient considering:
(a) marginal modelling effort to integrate new machines and their constraints or cost
function terms and (b) easier tuning of the controller

Extension of existing framework: It was clear through the tests that developing a
control logic considering multiple factors such as tank temperatures, operational
constraints, electricity price, and load forecasts is extremely complex in a conventional
controller. Even if successfully tested for a particular scenario, the extension of the
framework to another scenario would require new analysis and planning. On the other
hand, the existing framework of the MPC controller could be adapted for any season of
year and further components and their constraints or cost function terms could be added
without high programming effort.

The above-mentioned qualitative advantages of MPC were reported in the literature
and are experimentally verified. A detailed sensitivity analysis of the slack stage-cost
penalties, mathematical evaluation of the pycombina solver, and experiments for more
load scenarios are necessary for improving the overall MPC quality.
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9 Summary and Outlook

Applying optimal control to a decentralised trigeneration system facilitates the
minimisation of its consumption related final-energy costs, enhances sector-coupling,
and grid-supportive scheduling. For achieving these benefits, the effort primarily lies in
a system-wide operation optimisation that utilises the flexibility provided by combining
the different components and not in optimising the operation of individual components.
Accordingly, the common consensus in the engineering and research community
regarding gaps for implementing optimal control is the lack of demonstration projects
using experimentally validated models, off-the-shelf components, and an optimisation
algorithm integrated into state-of-art building automation and control hardware.
The challenge lies in including their nonlinear characteristics and providing practically
applicable control signals within solution times relevant for real-time operations.

In the scope of this work, theoretical concepts and recommendations from existing
literature were successfully combined with practical approaches in building
technologies, common modelling software, and optimisation algorithms to develop an
economic model predictive control based energy plant management system. The MPC
controller was applied to a nontrivial process, namely the micro-scale trigeneration
system at the /nstitute for Energy Systems Technology, Offenburg. The performance of
this controller was qualitatively and quantitatively compared to a conventional
controller under almost-identical operating conditions.

Technical background (Chapters 2 - 4a)

Trigeneration systems can be classified into multiple categories and are often
conventionally controlled using following thermal load or following electrical load
strategies. However, in recent years the focus of the research community is on
channelling the potential of optimal control for scheduling these systems. One possibility
is to integrate an MPC based supervisory controller in the hierarchical and centralised
architecture of a typical building automation and control system. Between the different
types of MPC formulations and modelling techniques presented in the reviewed works,
the economic-MPC framework with grey-box models is considered most practical for
thermal energy plants with slow-dynamics and was implemented in this thesis.
The models developed in this work satisfy the necessary characteristics for application
in real-world MPC, namely: (a) capturing dynamic characteristics and part-load
behaviour, (b) capturing internal control logic, (c) practical parameterisation
capabilities, (d) adaptability to component design, (e) lower complexity, (f) sufficient
accuracy, and (g) continuous differentiability.

Programming with nonlinear models to accurately predict the nonlinear dynamics of
the system and usage of binary controls resulted in a mixed integer optimal control
nonlinear problem. For achieving solutions in real-time (reducing the computation
costs) and keeping the problem feasible, a few techniques such as slack variable - soft
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constraints, direct collocation, and combinatorial integral approximation were
implemented. A receding forecast horizon of 24 hours was chosen and was split into
variable length time-steps of 5 minutes for the first 0.25 hours and 15 minutes for the
remaining time 23.75 hours. This helped to reduce the number of discretisations (96 to
98 discretisation steps) and thus the size of the problem whilst maintaining higher
accuracy of the solution for near future and acceptable lower accuracy for distant future.

The experimental set-up of the micro-scale trigeneration system comprised of
common HVAC components, namely a cogeneration unit, an adsorption chiller,
a reversible heat pump, and stratified water thermal storages and was capable of
multiple operation modes as a prosumer over different seasons. A conventional building
automation and control system based on the OPC-UA protocols in LabVIEW® and using
standard PLC hardware was used for data acquisition, monitoring, and control.

Commissioning and performance tests revealed that components often have an
internal control logic suited to their operation and safety. In some cases, this logic leads
to part-load behaviour or in others it may directly affect the physical parameters of the
system e.g. volume flows. These characteristics were included as continuously
differentiable first or second degree functions using manufacturer’s catalogue data or
data directly available during commissioning of the plant. If neither approach was
possible, then engineering assumptions relevant to the particular component that
capture a majority of the operational scenarios were made. On the other hand, the
technical constraints of the components such as safety temperatures, were formulated
as soft constraints in the MPC algorithm to increase its robustness.

MPC development (Chapters 4b - 6)

As the solution of the scheduling problem strongly depends on the accuracy of the
mathematical models used for simulations, the proposal in literature to develop simple
component models, which connected together will predict relevant system-states for
MPC of the entire plant with sufficient accuracy was successfully applied in this work.
Solving a system of implicit equations e.g. stratified storages and intuitively connecting
hydraulic components of the trigeneration system was considered impractical in a
signal-oriented modelling approach. The models were programmed and tested in the
object-oriented, and equation-based approach of OpenModelica against experimental
data for plausibility and technical feasibility. The results of a thorough qualitative and
quantitative analysis showed a good fit of the simulation data to the measured data.
A component-wise detailed explanation of applying the grey-box methodology by
combining basic physical principles with curve fits or simplifying assumptions for
complex processes was given. In addition to facilitating development of MPC-suitable
models (that include the sought-after characteristics), it was recognised that the
grey-box methodology is especially effective when working with real systems because it
allows the model developer or user to implement their knowledge of the system to better
effect. Additionally, machine-learning algorithms could be applied for developing these
models.
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A generalizable mixed integer optimal control problem was developed using system
states from differential equations, parameters from component data sheets, binary
controls of the components, continuous controls, and slack variables related to the plant
and an objective to minimise the consumption-related costs of the plant. All necessary
algorithms and data sources were programmed in the Python 3.7 64-bit environment.
CasADi was used via its Python interface for implementation of the system model and
the discretized MIOCP. The IDAS solver from the SUNDIALS suite was used for numerical
integration of the models within simulations. The NLPs were solved by employing /POPT
in the CasADi environment. The combinatorial integral approximation problem with
minimum up/down-time constraint was solved using the tailored branch-and-bound
method implemented in pycombina. The complete software on management and
automation level was installed on a HP desktop PC with an Intel® Xeon 3.07 GHz CPU
and 8 GB RAM and running a Windows 10 64-bit system. Execution of the MPC
framework on this low specification computer ensures the execution of the MPC
framework on a standard industrial computer, which has typically higher specifications.

Application test of the MPC framework (Chapter 7)

The feasibility and usefulness of MPC for complex energy systems had been expressed
in previous theoretical studies and this work demonstrated it in a practical environment.
The demonstration with standard industrial components and protocols supports the
retrofit deployment of MPC in existing energy systems and the ease of setting up and
tuning the controller supports its deployment to green-field scenarios. Compared to a
well-tuned conventional controller, savings in final energy costs and hardware-friendly
operation were noticed in numerous tests. The closed-loop behaviour in these tests also
showed good performance, especially for deviations in ambient temperatures or
forecasted loads. Additionally, it was observed that MPC is better suited for operating the
plant under the influence of simultaneous input factors, as will be the case in a future
energy system with multiple decentralised prosumers. Although an all-inclusive
approach for developing an optimal controller is not possible due to the specific
properties inherent to every problem, it is safe to assume that adapting an existing MPC
framework is easier compared to adapting a conventional controller for other
operational conditions or systems. However, the stability of the MPC controller and
availability of reliable forecast data are the prerequisites for tapping into these
advantages and studies focusing specially on these topics should be performed.

Outlook

The MPC framework designed in this work is primarily based on knowledge of open-
source modelling and optimisation software tools. A thorough mathematical scrutiny of
the optimisation problem and the solvers for improving the quality of the solution (e.g.
reducing constraint violation or reducing solution time) should be done. The benefits of
improving such MINLP solvers are manifold since most real-world systems operate
nonlinearly and in any case with integer (if not binary) controls. The field experience and
know-how gained through preliminary trial-and-error testing e.g. improvement of the
solution with reinitialization of problem, effect of solver tolerance or engineering
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assumptions to simplify problem formulations, could be useful for advancing such a
mathematical study and further research for their quantification and documentation
should be performed.

A sensitivity analysis of multiple factors directly influencing the plant operation for
example, characteristics of the MPC formulation, forecast uncertainty, initialisation
problems, solver attributes, or increasing capacity of components, has significant
practical value. Practice oriented relationships (functions) could be derived from such
an analysis and implemented to either improve existing conventional controllers or
simplify future MPC formulations. The most feasible way to proceed in this field would
be to implement a plant model that is a virtual, possibly high-accuracy representation of
the controlled system needed to close the control loop in simulation. Unlike experiments
with real systems the digital-twin of the plant can be used for simulating the performance
of the MPC algorithm for longer durations (weeks to months) or for a faster analysis.

Finally, in light of the research trend on future of energy systems comprising of
components like micro-CHPs, heat pumps, batteries, photovoltaic, wind energy etc., it is
of significant importance to facilitate their operation as interconnected prosumer cells
in real-time. Such an energy system network will support the utility service provider
with possibility of sector-coupling technologies like Power-to-Heat or Fuel-to-Power.
For the large-scale realisation of interdependent energy systems, it will be necessary to
establish a data analysis and communication architecture, implement machine-learning
algorithms for model development and fault-finding, and aim for direct application of
optimal control on the plant PLC hardware.
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Appendix

A. Literature analysis on optimisation for operation of trigeneration systems

Table. 1 summarises the literature analysed to identify and evaluate the state-of-art
with respect to application of optimisation tools for operation of trigeneration systems.
The key online search was done on Mendeley, Science Direct, and Google Scholar using
keywords such as “optimal supervisory controllers”, “optimisation of trigeneration
systems”, and “optimal scheduling for polygeneration systems” amongst others. A period
of 2009 to 2019 was chosen to establish the state-of-art.

Journal papers and conference proceedings were directly analysed. However, review
articles covering multiple publications were scanned for contributions falling within
scope of this analysis. The papers filtered out of the review articles are identified in the
table using the first author’s last name.

Due to the large number of articles, a filtering of target papers was done to identify
papers that included an electric or thermal chiller and focussed on optimisation for
operation or scheduling of a trigeneration system. Additionally, contributions from same
research groups were not counted more than once. After the filtering, 133 publications
were reduced to 33 publications for a more detailed analysis.
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Appendix
B. INES trigeneration set-up

This section provides the technical documentation used for the planning and
operation of the INES trigeneration plant and extracts of product data, which are
referenced in the main body of the dissertation. The following sub-sections are
presented:

B.1 Piping and instrumentation diagram
B.2 Product data
B.2.1 Adsorption chiller (AdC)
B.2.2 Combined heating and power (CHP)
B.2.3 Outdoor coil (OC)
B.2.4 Reversible heat pump (RHP)
B.2.5 Storage tanks
B.3 Operation modes

B.4 Functional description for the lower-level controller
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Appendix

B.2 Product data

Manufacturer’s product catalogues, data sheets, component installation and operation
manuals are together referred to as product data. These provide information on nominal
capacities, operation ranges, and safety limits for the components. The extracts of
product data used for parameterisation of the models and setting up the MPC are
presented for each component individually.
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Appendix

B.2.1 Adsorption chiller (AdC)

Adsorptionskalteaggregat eCoo

Energieeffizientes Kuhlen und Heizen mit SorTech

Technische Daten eCoo

Einsatzbereich Gewicht

Heillwassertemperatur 55-95°C Betriebsgewicht ca. 325 kg*/380 kg**

Rickkihlwassertemperatur max. 45 °C “Ohne /**Mit Pumpengruppe und Verkleidung.

Kaltwassertemperatur min. 8°C

Heizwassertemperatur freies Heizen: 26 - 70 °C HeilBwasserkreislauf

Rickkuhlwassertemperatur freies Kihlen: min. 5°C Volumenstrom 1.600 I/h
Druckverlust eCoo 120 mbar

Leistungseckdaten Max. zusétzliche Forderhéhe 520 mbar

Kélteleistung bis zu 12 kW Max. Betriebsdruck 4 bar

Heizleistung bis zu 40 kW Anschluss 1%"AG

COP therm. max. 0,65
Ruckkuhlwasserkreislauf/Heizwasserkreislauf

Abmessungen Volumenstrom 4.1001/h

BxTxH 840x811x1.345mm Druckverlust eCoo 275mbar

Aufstellflache 0,68 m? Max. zusatzliche Forderhohe 345 mbar
Max. Betriebsdruck 4 bar

Elektr. Leistungsaufnahme/Anschluss Anschluss 1%"AG

Ohne Pumpengruppe 6 W (Q)

Bei Druckverlusten eCoo 120w Kaltwasserkreislauf

Bei Inanspruchnahme der max. Férderhéhe 410 W Volumenstrom 2.0001/h

Elektrischer Anschluss 230V, 50/60 Hz Druckverlust eCoo 280 mbar
Max. zusétzliche Forderhohe 440 mbar
Max. Betriebsdruck 4 bar
Anschluss 1%"AG

R TRN JUERL

Profil eCoo Rickansicht eCoo

Figure 2 Extract of AdC’s technical datasheet (in German only)
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Figure 3 Characteristic curves for cooling capacity based on inlet temperatures from AdC’s operation
manual
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Figure 4 Characteristic curves for COP based on inlet temperatures from AdC’s operation manual
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B.2.2 Combined heating and power (CHP)

Technische Daten

Typ Dachs? G55 G55 G5.0 G5.0 F5.5 F5.5 HR5.3 HR5.3 HR5.3 HR5.3
Low NOx Low NOx Low NOx Low NOx

Standard ® | Brennwert? | Standard ® | Brennwert? | Standard ® | Brennwert? | Standard | Brennwert? | Standard * | Brennwert?
Brennstoff Erdgas Erdgas Flissiggas Heizol EL> Biodiesel (RME)
elektrische Leistung [kW]4 5,5 5,0 55 53
thermische Leistung [kW] 12,5 14,8 12,3 14,6 12,5 14,8 10,5 119 10,3 1.7
Leistungsaufnahme [kW] ¢ 20,5 19,6 20,5 17,9 17,6
H(l\lgze]nfrgle im Betrieb 012 014
max. Vorlauftemperatur 83°C
max. Ricklauftemperatur 70°C
Spannung / Frequenz 3~230V/400V 50Hz
Wirkungsgrade:
- elektrisch 27% 26% 27% 30%
- thermisch 61% 72% 63% 74% 61% 72% 59% 66% 59% 66%
- Brennstoffnutzung 88% 99% 89% 100% 88% 99% 89% 96% 89% 97%
Stromkennzahl 0,44 0,41 0,44 0,50 0,51
o o)
Abgasemission <TA-Luft X X X - -
Wartung [Betriebsstunden] 3.500 3.500 3.500 2.700 1.400
Minimum Methanzahl ® 35 35 35 - -
Abgasfiihrung Gemeinsame Abgasfiihrung mit Heizkessel mdglich; Abgasleitung mit oder ohne Nebenluftzufiihrung
Aufstellort Nach den Regeln der Feuerstattenverordnung
MaBe [cm] und Gewicht [kg]: Breite (ohne Regler): 72cm / Lange: 107cm / Hohe: 100cm / Gewicht: 530 kg
Platzbedarf (Breite/Tiefe) [am]: Dachs: min. 192/182 Dachs Brennwert: min. 192/202 Dachs SE Brennwert: min. 290/202

B der Dachserfillt dasHocheff zienzkriterium gemaR Kraft-Warme-Kopplungsgesetz; 2 mit externen Abgaswarmetauscher (DachsKondenser) bei einer Riicklauftemperatur
von 30°C; * ohne aschebildende Additive; Empfehlung: schwefelarm; ¢ Leistung nach DIN 1SO 3046, gemessen an den Generatorklemmen, abweichende Werte je nach Aufstell-
hohe und Umgebungs- und Einsatzbedingungen; ¥ Werte aus Typ-/ Bauteilprifbericht bei einer Riicklauftemperatur von 60 °C; © Werte aus Typ-/ Bauteilpriifbericht bei einer
Rucklauftemperatur von 60 °C bezogen auf H,, Toleranz +- 5%; 7 Toleranz +- 10% bei 230V~ Berechnungswerte fiir EnEV; ® mit Eingtellung und Diisenanpassung vor Ort

Einsatzfalle Prufungen

Ein-und Mehrfamilienhauser, Handwerksbetriebe, Backereien, Metzgereien, Typpriifung durch TUV Bayern (mit Priifzeichen), DVGW Qualitatszeichen,
Werkstatten, Autohduser, Hotels und Pensionen, Alten- und Pf egeheime, Konformitat mit den Anforderungen flr Eigenerzeugungsanlagen am
Schulen, Kindergarten, Sporthallen, Gemeindezentren, Hallenbader, Niederspannungsnetz, CE Zertif zierung

landwirtschaftliche Betriebe, kirchliche Einrichtungen

Kondenser Puffers?eicher
(Brennwert) SE 750

Allgemein: Dachs G/F: Dachs HR:

1: MSR2 (Regelung) 5: Gasstrecke 8: Kraftstoffanschluss

2: Generator 6: Zindung 9: Einspritzanlage

3: Motor 7: Gasmengen- 10: Kraftstoffpumpe/

4: Abgaswarmetauscher/ regulierun: Kraftstofff Iter
Dachs G/F Dachs G/F SE Brennwert Sm%”démgfer e 9

Figure 5: Extract of CHP’s technical data sheet (in German only)
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B.2.3 Outdoor coil (OC)

SorTech Ruckkuhler

Technische Daten eRis 20 WV

Leistungseckdaten

Leistung Ruickkuhlstrang bis zu 58 kW
Ruckkihlmedium Ethylenglykol 34%
Wassertemperatur Eintritt/Austritt 30,6/25°C
Nennvolumenstrom 9.6 m°/h
Max. Betriebsdruck 4 bar

Wasserverbrauch max. 9 m®/Jahr
Temperatur Lufteintritt/Luftaustritt 21,6/26,5°C
Luftvolumenstrom 35.000 m®/h
Druckverlust 310 mbar

Ventilatoren
Ventilatoren

03XEC Ventilatoren

Schalldruckpegel in 10 m 36 dB(A)
Gewicht

Leergewicht ca. 630 kg
Abmessungen

BxTxH 6.130 x 1.050 x 1.260 mm
Aufstellflache 6,44 m?
Elektr. Leistungsaufnahme/Anschluss

Elektrische Leistungsaufnahme 0,93 kW
Elektrischer Anschluss 230V, 50 Hz

Der Riickkihler eRis 20 WV ist optimiert ausgelegt fur
den Betrieb mit Adsorptionskaltemaschine Typ eCoo
20 IPS. Ruickkihler mit stromsparender EC-
Technologie. Regelung zur temperaturgefiihrten,
stufenlosen  Variation der  Lufterdrehzahl im
Schaltschrank, komplett verkabelt und montiert. Der
Rickkihler enthalt ein Bespriihsystem
(Sprihmedium: Wasser), dass zum temporaren
Besprihen der Lamellen ausgelegt st zur
Spitzenlastabdeckung. Die Aufstellung erfolgt vertikal
nur  mit einem Kran oder Gabelstapler.

* Nicht forderfahig nach BAFA Vorgaben.

LU

*EAHRENHET

Figure 6 Extract of the OC’s data sheet with photograph of the component installed outside the building
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B.2.4 Reversible heat pump (RHP)

1 « Single Unit « EWWP-KBW1N
Specifications
EWWPO1 | EVW\VP02 | EVWWVPO2 | EVWWPO3 | EVWPO4 | EVWVPO5 | EWWP0G | VP09 | EWVP10
21 Technical Specifications 4KBWIN | 2KBWIN | 8KBWIN | SKBWIN | SKBWIN | SKBWIN | SKBWIN | OKBWIN | OKBWIN
Cooling capacity Nom. Kw 129 214 27.8 23 28 55.7 64.7 857 %86
Heating capacity Nom. KW 16.7 275 356 M5 550 7 830 | 1100 | 1270
Power input Cooling Nom Kw 38 6.1 78 9.1 122 16.0 182 24.2 280
Heating Nom. kw 38 6.1 78 91 122 16.0 182 24.2 280
Capadity steps number 1 2 4
EER 344 3.49 354 351 348 355 35 352
ooP 445 449 454 455 451 448 4.5 455 454
Space heating general | Other Capacity control Inverter -
Cdh (Degradation heating) 1.00
Pck (Crankcase | KW 0.0080 | 0.0090 0.0080 0.0060 0.0080
heater mode)
Poff (Off mode) | KW 0.175 0.317 0.338 0.382 0.480 0.49% 0.882
Psb(Standby | kW 0.0080 | 0.0090 0.0080
mode)
Pto (Thermostat | KW 0.00
off)
Integrated NOXx errission mg/kWh 0.00
supplementary Psup kw 0.00
heater Type of energy input Bectrical
= W

riyu@ -

Figure 7 Extract of RHP’s product catalogue with technical data (INES Model = EWWPO01 4KBW1N)
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1 « Single Unit - EWWP-KBW1N
Capacity tables
Cooling/Heating Capacity Tables
EWWP014-035KBW1N
LwcC 20 25 30 35 40 45 50 55
LWE Model | CC | HC | PI | CC | HC | PI | CC | HC | Pl | CC | HC | Pl | CC|HC | PI | CC|HC | Pl | CC|HC | PI | CC|HC | PI
014 | 795|109 |288 | 748|106 | 309 |694| 103|334 634|100 363|567 |964|396|493|928 433
022 123|162 | 389|121 | 16,4 | 4,36 | 11,4 | 163 | 486 | 10,6 | 16,0 | 541 | 96 | 156 | 6,00 | 85 | 15,1 | 6,63
10 028 16,2 [ 21,8 | 555 | 16,3 | 224 | 6,17 | 159 | 22,7 | 6,87 | 151 | 22,8 | 7,66 | 14,1 | 22,6 | 8,54 | 12,7 | 22,3 | 9,51
035 20,7 | 27,3 | 6,49 | 206 | 27,7 | 7,06 | 20,4 | 28,2 | 7,78 | 19,5 | 28,2 | 8,64 | 18,0 | 27,8 | 9,66 | 16,1 | 27,0 | 10,8
014 983|127 289933125 311|879 122337820 | 11,9 |370|756|116|4,01]688| 11,3 |438|615|10,9 | 4,77
022 158 | 199 | 411 | 152 | 198 | 459 | 14,6 | 19,7 | 511 | 13,7 | 19,4 | 567 | 128 | 19,0 | 6,29 | 11,6 | 18,6 | 6,94 | 10,3 | 18,0 | 7,65
s 028 19,9 | 256 | 572 | 19,9 | 26,2 | 6,31 | 196 | 26,6 | 6,99 | 18,7 | 26,5 | 7,77 | 17,9 | 26,6 | 8,63 | 16,6 | 26,2 | 9,59 | 15,2 | 25,8 | 10,6
035 | 242|309 |662|241|314|721|24,0|320|793|231|320(879|218]317|979|201|311|11,0]178]300 |122
014 11,8 148 [ 291 | 114 | 145|314 | 10,8 | 14,3 | 341 | 10,3 | 14,0 | 3,74 | 9,59 | 13,7 | 4,07 | 8,86 | 13,3 | 4,47 | 8,07 | 13,0 | 4,87 | 7,21 | 12,6 | 5,37
022 18,6 | 23,0 | 435|182 (230|480 | 174|227 |531|16,7 (226 588 | 157 | 222 | 652 | 145|217 (722 | 132|212 | 7,97 | 11,9 | 20,7 | 8,79
0 028 235|294 |583)235(299 (637232303 |700]224 302774217303 |858]204]300]951|191|296|105]|17,0|287 | 11,7
035 | 27,7|344|660 276|349 |724|275|356|799|267|357|886]|256|355|984|239|351|11,1]21,8|340]121]193|329 |135
014 130|159 | 2,87 | 12,8 | 16,0 | 3,12 | 124 | 159 | 3,42 | 12,0 | 158 | 3,77 | 11,4 | 155 | 411 | 10,7 | 152 | 451 | 9,92 | 149 | 4,93 | 9,04 | 14,5 | 543
022 | 206|251 |440 204|253 |4:88|200|255|542|196 |256 |6,01| 186|253 (665|175 (248 |735]|162|243|8,09| 144|233 |890
¢ 028 |265|324 |588)265|329|642)262|333|7,07|255 334 (786|247 |334 |866|235|331[959]220]326/|106 201320118
035 306 (375|681 )|306|381 746|304 (387 |822]298|389|9,08|287|389|10,1]273|386| 112255379 |124]233|37,0]136
014 142 (1721290 | 13,9 | 17,1 | 3,14 | 134 | 16,9 | 3,43 | 129 | 16,7 | 3,75 | 123 | 16,4 | 412 | 11,6 | 16,1 | 4,51 | 10,8 | 158 | 498 | 10,0 | 15,5 | 547
022 225|271 (457|223 (273|500 |220|276|551|214|275|6,13 | 20,4 |27,0|6,69| 190 | 264 | 7,34 | 174 | 255 | 8,09 | 15,5 | 24,5 | 9,02
! 028 28,7 | 346|593 |287 (352|648 | 284|356 (713|278 |356|785|270|357|873|258|354|962|243 350|107 |224 342|118
035 32,9 399|689 |328|405 756|328 |412|832|323|415|912|313|416|102]|299 |412|113|279|405|125]255]393 |137
014 154 | 18,3 | 290 | 150 | 182 | 3,17 | 14,7 | 182 | 3,47 | 142 | 180 | 3,78 | 13,7 | 17,9 | 419 | 13,0 | 17,6 | 4,60 | 122 | 17,3 | 506 | 11,2 | 16,7 | 549
022 | 244|290 | 4,56 | 243|293 | 501|239 (294 |553]232|293|6,11 222|289 |674]209|283|743|193|275|819| 174265 |9,03
0 028 30,2 |36,1|593|302|366|649|300|371|715]295 374|790 |288|375]|873|278|374|967|264|371]|107 247|365 118
035 343|414 (698|342 |420 | 766 | 341|426 (842|335 (429|927 326|429 (103|312 |426 | 113|294 |420 (125|273 |41,1[137
014 16,1 19,0 | 2,89 | 16,1 | 19,3 | 3,20 | 16,2 | 19,7 | 3,52 | 16,0 | 19,8 | 3,81 | 156 | 19,8 | 4,26 | 14,9 | 19,6 | 4,69 | 14,0 | 19,1 | 5,16 | 12,8 | 18,3 | 551
14 022 |262|307|453|262|312|502]|260|316|555]256 316|608 |246|314|680|234 309 |752]|218|302]831]201]291 9,02
028 321|380 593320385650 320391 |715]31,7|396|792|312 40,0 |874]304|401|966|293|399|107]|277 395|119
035 |382|453|7,04 381|459 |772|378|464|849|372 467|937 363|467 |103|350 465|114 |335|46,1|125|308 |446 | 137
014 16,7 | 19,6 | 2,88 | 16,6 | 19,8 | 3,20 | 16,6 | 20,1 | 3,52 | 16,5 | 20,3 | 3,82 | 16,1 | 20,4 | 4,26 | 15,6 | 20,3 | 4,69 | 14,7 | 19,9 | 5,15 | 136 | 19,1 | 5,51
022 270|316 |452|27,0|320|501|269|324|553|265 326|607 |257|325|6,78|246 |321|751|231|314]830]213]303 9,02
0 028 |324|384 |594|324|389|652|323|395|719 321|401 (795|317 |405|878 310|407 (971300408 |10,7|287 |406 |119
035 |386 (458|707 |386|464 (7,76 |383 |46,9 |854 |379|474 943 371|475 104|360 |474 | 114|345 |471 125|327 |466| 138
014 175|204 | 287|175 20,7 {319 | 175|210 | 352 | 174|213 | 3,83 | 173|216 | 426 | 169 | 21,6 | 468 | 163 | 21,4 | 513 | 153 | 20,8 | 5,50
2 022 28,7 | 332|450 | 286 | 33,6 498|286 |341|551|283|344 605|278 346 |6,75]|269 |344 |747|256 339 |826]238|328|9,01
028 33,1 /39,0 (595330396 656|330 |402|725|330|410 800|327 |416|886|323|421 (979|316 424|108 308|427 | 119
035 | 40,7 | 47,8 | 7,04 406 |484 |7,75 406|492 |854 |405 | 501|946 |405|509 | 104 | 404 | 51,9 | 114 | 39,0 | 516 | 125|372 | 51,2 | 139
I CONDITIONS
1. Cooling capacity is according to EN14511:2011 and valid for chilled water range Dt = 3~8°C
2. Heating capacity is according to EN14511:2011 and valid for chilled water range Dt = 3~8°C
3. Power input is total input according to EN14511:2011
I symeoLs
cc Cooling capacity (kW)
HC Heating capacity (kW)
Pl Power input (kW)
LWE : Leaving Water Evaporator (°C)
Lwc Leaving Water Condenser (°C)

Figure 8 Extract of RHP’s operation manual with capacity tables for cooling and heating capacity
based on circuit temperatures
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B.2.5 Storage tanks

Pos.| DN Beschreibung
1 15 FOhler
2 15 EntlUftung
3 25 Entleerung
4 D28 Kaltwasser
5 D28 Warmwasser
é 32 BHKW VL
7 50 Heizstab
8 32 Kd&ltemaschine RL
9 32 Heizung VL
10 | 32 Heizung RL
11 D8 FOhler(Verstellbar) 12St.
12 50 Kdltemaschine VL
13 25 Entmischer
14 | 32 BHKW RL

Heizungspufferspeicher mit Frischwasserstation

Pufferspeicher mit Frischwasserstation
Pufferspeicher mit Frischwasserstation

Pufferspeicher flir Heizungswasser in stehender zylindrischer
Ausflihrung, aus schwarzem Stahlblech St 37.1, elektrisch geschweilt,
mit gewdlbten Boden, innen roh, aullen rostschutzgrundiert mit
Gitenachweis.

Kompl. mit FUken, Anschllissen und Einbauten wie folgt:
1x Ricklaufeinschichtrahr DN 200 / DN 4 fiir FWST.

1x Kaskadeneinschichtrohr DN 300

1x Schichtentnahmerohr mit Stellmotor DN 40

1x Entmischungseinrichtung mit Pumpe

2x Anschluss DN 50
2x Anschluss DN 32
2x Anschluss DN 15
4x Muffenanschluss R1/2¢

1x Entleerung R 3/4"
1x Entliftung R 1/2"

Inhalt 1.500 Liter, PN 3
3x Messsonden a 4x10mm & Cu Uber Pufferhdhe

Mit integrierter in einer trockenen Tasche montierten Frischwasserstation
zur Brauchwasserbereitung, Leistung 40 L/min. Das Brauchwasser wird
durch den Plattenwarmetauscher im Gegenstromprinzip trdgheitsfrei
erwarmt.

Lieferumfang:

Plattenwarmetauscher

Mehrstrahlfligelradzahler Qn 2,5 mit Impulsgeber

Ladepumpe Mircrocontroller Regelung inkl.

3 Temperatursensoren 1 Temperatursensor aus V4A

ohne Hillse mit Kiemmverschraubung, Ausgleichszeit 2 sec.

Display 2 digitale Ausgange, 1 digitaler Ausgang, 2 digitale Eingénge

Technische Daten:

Hbhe ohne Dadmmung: ca. 2.200 mm

Héhe mit DaAmmung: ca. 2.360 mm

Durchmesser chne Dammung: ca. 1.000 mm

Purchmesser mit Dammung: ca. 1.320 mm

max. Druck: 3.0 bar Betriebsdruck

Dammung fir vorstehende beschriebenen Heizungspufferspeicher -
160 mm

Dammung fiir vorstehende beschriebenen Heizungpufferspeicher
bestehend aus Schaumstoff (160 mm)

dariiber eine Lage PVC-Folie s = 2 mm

Stolle mit Schienen abgedeckt, einschl. Deckel

Heizstab 400 V - Leistung 6 kW

Heizstab 400 V - Leistung 6 kW
mit Regelung und Sicherheitsthermostat

Figure 9 Extract of HTES design and catalogue data (in Germany only)
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2
6 =__/@
O,
Q)
Pos. DN Beschreibung '
— 1 15 FUhler
2 15 EntlUftung
—@ 3 25 Entleerung
/@ 4 32 Kaltemaschine RL
5 32 KaltemaschineVL
! - ® 6 | 32 Netz RL
= 7 | & Netz VL
8 D8 FUhler(Vertellbar) 125t
Kiltepufferspeicher

Pufferspeicher fiir Kaltwasser 1.450 |

Pufferspeicher fir Kaltwasser in stehender zylindrischer Ausfiihrung,
aus schwarzem Stahlblech St 37.1, elektrisch geschweilit, mit gewdlbten
Bdden, innen roh, aulten rostschutzgrundiert mit Gitenachweis,

Kompl. mit Fien, Anschliissen und Einbauten wie folgt:

2x Verteilertopf DN 200
4x Flanschanschluss DN 32
5x Muffenanschluss fir Fihler R 1/2°
1x Entliftung R 1/2"
1x Entleerung R1"

Inhalt 1.450 Liter

1x Messsonden a 4x10mm @& Cu uber Pufferhthe
Technische Daten:

Hohe ohne Dammung: ca. 2.200 mm

Hdhe mit Dammung: ca. 2.219 mm
Durchmesser ohne Dammung: ca. 1.000 mm
Durchmesser mit Dd&mmung:  ca. 1.038 mm

max. Druck: 3,0 bar Betriebsdruck

Diammung fiir Kéltepufferspeicher 19 mm

Dé&mmung flir vorstehende beschriebenen Kéltepufferspeicher
Ausflibrung: 19 mm Armaflex diffusionsdicht,
vollfiachig verklebt

Figure 10 Extract of CTES design and catalogue data (in Germany only)
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B.3  Operation modes

Seven different operation modes (Figure 11to Figure 17) are possible in the INES lab
and the status of the components in these operation modes is shown in 7able. 2.

Table. 2 Status of components in the operation mode

1 Off Off off Off
2 On Off Off Off
3 On On Off Off
4 Off Off Off On
5 Off Off On Off
6 Ooff On Off Off
7 On Off Off On

Operation mode 1: No components are turned on. Depending on the load profile, the
HL or CL is satisfied by the stored energy in the tanks and the EL is covered by the GRID.

A

EL

o

v

CL

Figure 11 Operation mode 1 with no components running and loads satistied over tanks and grid

Operation mode 2: Only the CHP is turned on. Its thermal power covers the HL or
charges the stratified HTES. Its electrical power first satisfies the EL and any excess
electricity is then fed into the GRID. However, if the CHP is off or EL is greater than CHPs
electrical power then electricity is purchased from the grid.

This mode operates mostly in winter and is called the winter electricity production
(WEP) mode.
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Figure 12 Operation mode 2 with only CHP running

Operation mode 3: The CHP, AdC, OC, and relevant pumps are turned on. The CHP’s
thermal power charges the HTES and this high temperature water is used to drive the
AdC. The AdC’s cooling power covers the CL or charges the CTES. The AdC emits its
process heat to the environment through the OC. The OC and all the relevant pumps for
this mode are controlled by an embedded controller in the AdC. The electricity balance
is same as in operation mode 2. In technical terminology, the mode is called thermal
bottoming cooling cycle as the cooling generation of AdC is cascaded to the heat
generation of the CHP.

This mode operates mostly in summer and is called the summer electricity production
(SEP) mode.

n A
EL

oC

o[ FUEL |6l Lol o[ Car 5

A 4

A 4

CL

Figure 13 Operation mode 3 with CHP and AdC running

Operation mode 4: The CC, OC, and relevant pumps are turned on. CC’s thermal power
covers the CL or charges the CTES. The entire EL is covered by electricity purchased from
the GRID. The hydraulic connections for this mode are planned such that the evaporator
of the RHP gets connected to the CTES and the condenser gets connected to the OC. The
OC is controlled using a PID controller developed in the framework of this work
(ct Chapter 5) to maintain a set temperature in the condenser input. The external pumps
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operate to maintain constant nominal volume flows in the evaporator and condenser
circuits.

This mode operates mostly in summer and is called the summer electricity

consumption (SEC) mode.

EL
e 1
1 1
1 1
1 1
1 1
1 1
| | CL
1 1

oC

Figure 14 Operation mode 4 with only CC running

Operation mode 5: The HP, OC, and relevant pumps are turned on and this mode
mirrors the operation in mode 4. Its thermal power covers the HL or charges the HTES.
The entire EL is covered by electricity bought from the GRID. The hydraulic connections
for this mode are planned such that the evaporator of the RHP gets connected to the OC
and the condenser gets connected to the HTES. The OC operates at its maximum speed
RPMnaxand the relevant pumps are running to maintain constant nominal volume flows.

This mode operates mostly in winter and is called the winter electricity consumption
(WEC) mode.
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>

EL

HL

oC

Figure 15 Operation mode 5 with only HP running

Operation mode 6: Is a sub-mode of the operation mode 3. Only the AdC is turned on
and the CHP remains off. The AdC’s cooling power covers the CL or charges the CTES.
The entire EL is covered by electricity bought from the GRID.

A

EL

A 4

A\ 4

CL

Figure 16 Operation mode 6 with only AdC running

Operation mode 7: Is an extension of the operation mode 4. In addition to the CC, the
CHP is also turned on. Technically, it is called the electric bottoming cooling cycle as the
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cooling generation is cascaded to the electricity generation of the CHP. The EL is partly
covered by the CHP and remaining electricity is bought from the GRID.

+ A
EL

oC

6 FUEL &

A 4

A 4

CL

Figure 17 Operation mode 7 with CHP and CC running
Further relevant information regarding the operating modes is summarised below:

elrrespective of the operation mode, it is possible to cover only the HL or CL at a time
since switchover valves are installed between the tanks and the load circuit
(cf Appendix B.1).

eThe changeover operation from one mode to another takes 140 seconds.

B.4  Functional description for the lower-level controller

The HMI on the workstation is used for selection, switching, visualisation, and
monitoring of the trigeneration lab. One of the following four operation scenarios can be
selected:

e HAND: Operation of the plant by hand using the component, valve, and pump
switches on the HM],

e AUTO: Automatic operation based on control signal from climate chamber,

e SEMI-AUTO: Selection of one of the 7 operation modes by hand on the HM],

e REMOTE: Selection of one of the 7 operation modes by the supervisory controller
(MPC or reference).

B.4.1 Switching logic for operation modes

Operation mode 1 (Off): Immediately after selection of operation mode 1,
e turn off P5, P6, P7, P13, AdC, CC, HP, OC, and CHP
e open and close valves as per Table. 3
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e wait 140 seconds!.

Operation mode 2 (CHP only): Immediately after selection of operation mode 2,
e turn off P5, P6, P7, P13, AdC, CC, HP and OC

e open and close valves as per Table. 3

e wait 140 seconds

Switch-on condition for CHP

e In SEMI-AUTO or AUTO: If HT6 < M2_HT6,min

e In REMOTE: Always

Switch-on procedure

e Turn on CHP

e Safety shut-down logic (Section B.4.3) switches to operation mode 1.
Switch-off condition for CHP

e In SEMI-AUTO or AUTO: If HT1 > M2_HT1,max

e [n Remote: Never

Switch-off procedure

e Turn off CHP

e Valve positions remain unchanged

Both the temperature limits (here M2_HT6,min and M2_HT1,max) can be changed on
the HMLI.

Operation mode 3 (CHP + AdC): This operation mode has the switch-on conditions
for multiple components. Immediately after selection of operation mode 3,

e turn off P6, P7, P13, CC, and HP

e open and close valves as per Table. 3

e wait 140 seconds

Switch-on condition for CHP

e In SEMI-AUTO or AUTO: If HT6 < M3_HT6,min

e In REMOTE: Always

Switch-on procedure

e Turn on CHP

e Safety shut-down logic (Section B.4.3) switches to operation mode 1.

Switch-off condition for CHP

e In SEMI-AUTO or AUTO: If HT1 > M3_HT1,max

e [n Remote: Never

Switch-off procedure

e Turn off CHP

e Valve positions remain unchanged

! Positioning time for actuatoris 130 s
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Switch-on condition for AdC, OC, and P5

e In SEMI-AUTO or AUTO: If CT1 > M3_CT1,max

e In REMOTE: Always

Switch-on procedure

e Turn on AdC, OC, and P5 (Vocsetfor OC is given by AdC’s embedded controller)
e Safety shut-down logic (Section B.4.3) switches to operation mode 1.
Switch-off condition for AdC, OC, and P5

e In SEMI-AUTO or AUTO: If CT4 < M3_CT4,min

e [n Remote: Never

Switch-off procedure

e Turn off AdC, OC, and P5

e Valve positions remain unchanged.

All the temperature limits (here M3_HT6,min, M3_HT1 max, M3_CT1,max, and
M3_CT4,min) can be changed on the HMI.

Operation mode 4 (CC only): Immediately after selection of operation mode 4,

e turn off P5, P13, AdC, HP, and CHP

e open and close valves as per 7able. 3

e wait 140 seconds

Switch-on condition for CC, OC, P6, and P7

e In SEMI-AUTO or AUTO: If CT1 > M4_CT1,max

e In REMOTE: Always

Switch-on procedure

e Turnon P6, P7,CC,and OC (Vocset for OC is given by the PID controller which is
automatically activated in operation mode 4)

e Safety shut-down logic (Section B.4.3) switches to operation mode 1

Switch-off condition for CC, OC, P6, and P7

e In SEMI-AUTO or AUTO: If CT4 < M4_CT4,min

e [n Remote: Never

Switch-off procedure

e Turn off CC

e After 20 s turn off P6, P7, and OC

e Valve positions remain unchanged

Both the temperature limits (here M4_CT1,max and M4_CT4,min) can be changed on the
HMI.

Operation mode 5 (HP only): Immediately after selection of operation mode 5,
e turn off CC, CHP, and AdC

e open and close valves as per Table. 3
e wait 140 seconds
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Switch-on condition for HP, P5, P6, P7, P13, and OC

e In SEMI-AUTO or AUTO: If HT6 < M5_HT6,min

e In REMOTE: Always

Switch-on procedure

e Turn on P5, P6,P7,P13,and OC (Vocset for OC is fixed at 10 V)
o After 60 s turn on HP

e Safety shut-down logic (Section B.4.3) switches to operation mode 1.
Switch-off condition for HP, P5, P6, P7, P13, and OC

e In SEMI-AUTO or AUTO: If HT1 > M5_HT1,max

e In Remote: Never

Switch-off procedure

e Turn off HP

e After 20 s turn off P5, P6, P7, P13, and OC

e Valve positions remain unchanged

Both the temperature limits (here M5_HT1,max and M5_HT6,min) can be changed on
the HMLI.

Operation mode 6 (AdC Only): Immediately after selection of operation mode 6,

e turn off P6, P7, P13, CC, CHP, and HP

e open and close valves as per 7able. 3

e wait 140 seconds

Switch-on condition for AdC, OC, and P5

e In SEMI-AUTO or AUTO: If CT1 > M6_CT1,max AND HT8 > M6_HT8,set

e In REMOTE: Always

Switch-on procedure

e Turn on AdC, OC, and P5 (Vocset for OC is given by AdC’s embedded controller)

e Safety shut-down logic (Section B.4.3) switches to operation mode 1.

Switch-off condition for AdC, OC, and P5

e In SEMI-AUTO or AUTO: If CT4 < M6_CT4,min OR HT8 < M6_HT8,min

e In Remote: Never

Switch-off procedure

e Turn off AdC, OC, and P5

e Valve positions remain unchanged.

The temperature limits (here M6_CT1,max, M6_CT4,min, M6_HT8,set, and M6_HT8,min)
can be changed on the HMI.

Operation mode 7 (CHP + CC): This operation mode has the switch-on conditions for
multiple components. Immediately after selection of operation mode 7,
e turn off P5, P13, AdC, and HP

e open and close valves as per 7able. 3
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e wait 140 seconds
Switch-on condition for CHP
e In SEMI-AUTO or AUTO: If HT6 < M7_HT6,min
e In REMOTE: Always
Switch-on procedure
e Turn on CHP
e Safety shut-down logic (Section B.4.3) switches to operation mode 1.
Switch-off condition for CHP
e In SEMI-AUTO or AUTO: If HT1 > M7_HT1,max
e In Remote: Never
Switch-off procedure
e Turn off CHP
e Valve positions remain unchanged.
Switch-on condition for CC, OC, P6, and P7
e In SEMI-AUTO or AUTO: If CT1 > M7_CT1,max
e In REMOTE: Always
Switch-on procedure
e Turnon P6, P7, CC, and OC (Vocset for OC is given by the PID controller which is
automatically activated in operation mode 4)
e Safety shut-down logic (Section B.4.3) switches to operation mode 1
Switch-off condition for CC, OC, P6, and P7
e In SEMI-AUTO or AUTO: If CT4 < M7_CT4,min
e In Remote: Never
Switch-off procedure
e Turn off CC
e After 20 s turn off P6, P7, and OC
e Valve positions remain unchanged
All the temperature limits (here M7_HT6,min, M7_HT1,max, M7_CT1,max, and
M7_CT4,min) can be changed on the HMI.

B.4.2 Default valve positions

The valve control program sets the true or false signals for positioning the valves
according to operation mode.
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Table. 3 Position of the motorised valves in different operation modes. 1 - open and 0 - close

3 4 5 7 |11 |17 |20 |24 (34 |35 |51 |52 |55 |60 |71
1 1 0 0 0 0 1 0 1 1 0 0 0 1 0 1
2 1 0 0 0 0 1 0 1 1 0 0 0 1 0 1
3 1 1 1 0 0 1 0 0 1 0 0 0 1 0 1
4 1 0 0 0 0 1 0 1 1 0 1 0 0 0 1
5 1 0 0 1 1 0 1 1 0 1 0 1 1 1 0
6 1 1 1 0 0 1 0 0 1 0 0 0 1 0 1
7 1 0 0 0 0 1 0 1 1 0 1 0 0 0 1

B.4.3 Safety shut-down and warnings

Shut-down due to volume flow errors:

e If CHP = On AND v¢cyp< 0.05 m?/h, then safety shut down. First check after 900
seconds of turning on CHP and then check regularly

e IfP5=0nAND v¥yc< 1 m3/h, then safety shut down. First check after 90 seconds
of turning on the P5 and then check regularly

e IfP6 =O0nANDvgyp. < 1 m?/h, then safety shut down. First check after 90
seconds of turning on the P6 and then check regularly

e IfP7 = On AND vg¢ OR Dgyp < 1 m*/h, then safety shut down. Loop test after 90
seconds of turning on the P7 and then check regularly

e IfAdC = On AND Vpq4c 1, OR Vagem OR Vpgcy < 0.05 m>/h, then safety shut down.
Loop test after 300 seconds of turning on the AdC and then check regularly

e IfCC = O0nAND vgyp . OR Ugyp < 1 m®/h, then safety shut down. Loop test after
90 seconds of turning on the CC and then check regularly

e IfHP = On AND vgyp e OR Ugyp e OR ¥gc < 1 m?/h, then safety shut down. Loop
test after 90 seconds of turning on the HP and then check regularly

Shut-down due to temperature limit:

e [f CHP = On AND T, cyp > 80 °C, then safety shut down. Loop test after 120
seconds of turning on the CHP and then check regularly

Warnings:

e IfCHP = On AND P, cyp < 0.05 kWel. Loop test after 900 seconds of turning on
the CHP and then check regularly

e IfHP OR CC = On AND P, ryp < 0.05 kWei. Loop test after 60 seconds of turning
on the HP OR CC and then check regularly

e [f AdC =0n AND P, aqc < 0.005 kWel. Loop test after 300 seconds of turning on
the AdC and then check regularly
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e IfHP =0n AND P, o¢ < 0.5 kWe. Loop test after 300 seconds of turning on the HP
and then check regularly

o IfTirc>60°C

o If Urppe OR Uryp,cOR Upgc L OR ¥agem OR aqc i OR Pepp < - 0.2 m®/h. Check
every 30 seconds

e IfCOIL =On AND P, corL < 0.05 kWel. Loop test after 60 seconds of turning on
COIL.

e If 7ur3 > 85 °C AND COIL = ON

B.4.4 Setting temperature limits

The temperature parameters or limits used in conventional control of the plant were
selected after multiple tuning experiments and discussions with the component
manufacturers. The aim was to ensure adequate tank temperature for heating or cooling,
program a hysteresis to avoid frequent switching of the components, and utilise the
entire volume of tank. These values could be adjusted directly on the HMI screen or in
the Python code of the conventional controller.

For instance, in summer, the 7tr1maxWas set at 12 °C to ensure that 7cr1 (temperature
at bottom of CTES) is always lower than the set feed-line temperature in the TC circuit
(Tercset = 14 °C). Tcramin was set at 12 °C to introduce a hysteresis over 7cr4
(temperature at top of CTES) and use the maximum storage capacity of the tank.

Similarly, in winter, 7ut1,cHp,maxwas setat 70 °C to ensure that 7ur1 is always lower than
Ty cup max = 73 °C when CHP is running and 7hr1,npmax Was set at 43 °C to ensure that
Turi is always lower than Ty yp ¢ max = 45 °C when HP is running. 7hremin was setat 70 °C

to introduce a hysteresis over Turs and ensure that Ture (temperature going to load) was
always higher than Ty st = 40 °C.

Table. 4 Default values for temperature parameters / limits to implement the conventional controller
in diftferent modes

Parameter Function Default

value

(°C)
M2 HT6 ,min Used in operation mode 2. Read at HT6, which is 70
located at load layer of the tank. If the current
value is below the set value then CHP ON

M2 HTI1 max Used in operation mode 2. Read at HT1, which is 70
located at bottom of the tank. If the current value
is above the set value then CHP OFF

M3 HT6 min Used in operation mode 3. Read at HT6, which is 70
located at load layer of the tank. If the current
value is below the set value then CHP ON

M3 HTI1 max Used in operation mode 3. Read at HT1, which is 70
located at bottom of the tank. If the current value
is above the set value then CHP OFF
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M3 CT4,min Used in operation mode 3. Read at CT4, which is 12
located at top of the tank. If the current value is
below the set value then AdC OFF

M3 CT1 max Used in operation mode 3. Read at CT1, which is 12
located at bottom of the tank. If the current value
is above the set value then AdC ON

M4 CT4 nin Used in operation mode 4. Read at CT4, which is 12
located at top of the tank. If the current value is
below the set value then CC OFF

M4 CT1 max Used in operation mode 4. Read at CT1, which is 12
located at bottom of the tank. If the current value
is above the set value then CC ON

M5 HT6,min Used in operation mode 5. Read at HT6, which is 43
located at load layer of the tank. If the current
value is below the set value then HP ON

M5 HTI1 max Used in operation mode 5. Read at HT1, which is 43
located at bottom of the tank. If the current wvalue
is above the set value then HP OFF

M6 CT4 nin Used in operation mode 6. Read at CT4, which is 12
located at top of the tank. If the current value is
below the set value then AdC OFF

M6 CT1 max Used in operation mode 6. Read at CT1, which is 12
located at bottom of the tank. If the current wvalue
is above the set value then AdC ON

M6 HTS8 set Used in operation mode 6. Read at HT8, which is 52
located at AdC feed layer of the hot tank. If the
current value is above the set value then AdC ON

M6 HT8 min Used in operation mode 6. Read at HT8, which is 50
located at AdC feed layer of the hot tank. If the
current value is below the set value then AdC OFF

M7 HT6,min Used in operation mode 7. Read at HT6, which is 70
located at load layer of the tank. If the current
value is below the set value then CHP ON

M7 HTI1 max Used in operation mode 7. Read at HT1, which is 70
located at bottom of the tank. If the current wvalue
is above the set value then CHP OFF

M7 CT4 nin Used in operation mode 7. Read at CT4, which is 12
located at top of the tank. If the current value is
below the set value then CC OFF

M7 CT1 max Used in operation mode 7. Read at CT1, which is 12
located at bottom of the tank. If the current wvalue
is above the set value then CC ON
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C. Load profiles for application scenarios

Table. 5 List of CCHP related studies identified in this work for extracting 24-hour electrical and
thermal, seasonal load profiles

Peak @ Peak

winter transition

loads loads

Hospital- (Optimisation e300 bed hospital eEL ~ 0.5 eNA oNA (Kavvadia
1 for optimal lg1559 profiles Moy s and
capacities for typical oHL ~ 0.58 Maroulis,
of a CCHP workday M 2010)
eNo work day with [eCL ~ 0.9
constant load M
Hospital- (CCHP eCHP: 4.0 Mia oEL ~ 2.0 ®EL oEL (Facci et
2 operation oCC: 4.2 Miu, Moy Moy Moy al.,
optimisation eBoiler: 3.5 Midy, @®HL ~ 2.0 |oHL o1l 2014)
e bsorption M M M
chiller: 4.2 Miw [°CL ~ 4.0 oCL oCL
eAverage hourly MAn Mien MAn
demands
Hospital- [Sensitivity earea: 83,745 m? ®EL ~ 2.0 EL oFL (Li et
3 analysis of lgpemand from four MAe Miar Miay al.,
energy independent oHL ~ 2.0 HL o HIL, 2008)
dem‘?nds on buildings MWth MWth MWth
Zi;;lsai%ies odlzepreserdlf:l?;ive oCL ~ 4.0 oCL oCL
s in different Mnaw MW, MnNtn
Z}f/sigjlp seZsons
Hotel-1 Influence of |earea: 60,000 m? EL ~ 2.1  eEL oF1, (Zhou et
part—}oad oCHP: 1.46 Miu Mo Ml Mo al.,
ﬁfm";‘lm " leBoiler: 0.96 M, (*HL ~ 1.3 |eHL oHL 2013)
design and OAk?sorption MWn Mien MW
operation of chiller: 1.3 MWy, ®CL ~ 4.7 |oCL oCL
CCHP eHourly demands [V Mt Mt
of representative
days
Hotel-2  [Influence of eArea: 78,200 m? [8EL ~ 1.9 EL oEL (Li et
average and gcHp: 2 My and =~ Mie Moy Moy al.,
peak energy 13 5 Mgy, oHL ~ 1.8 oHL oHL A
eBoiler: 1.5 Mw, ©CL ~ 3.7 |oCL *CL
s on CCHP
performance (*Absorption it e pte
chiller: 3.2 MiNw
eAverage hourly
demands
Hotel-3 Short review |earea: 60,000 m2 ®EL ~ 1.2  eEL oL, (P. Liu
and energy  lgcpp: 1.42 Mia Mo Ml Mo et al.,
systems 2013)
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engineering |eHeat pumps: eHL, ~ 0.58 @HL ~ 5.2 ®HL ~ 0.5
approach to [3.45 Maw, MW M MW
modelling eAbsorption CL ~ 6.1 oCL ~ 0.0 @CL ~ 0.0
and  |chiller: 2.58 Miw, Mim Ml Ml
optmsatlon eHourly demands
oflmlcro— of representative
grids days for
different months
Industria Optimisation eIndustrial dairy eEL ~ 3.2 eNA oNA (Tichi et
1 dairy  of CCHP eload profile for Mia al.,
unit configuratio typical workday oHL ~ 13.1 2010)
n for and holiday M
various oCL ~ 14.9
energy price M,
policies
Office Sensitivity |eCHP: 330 ki ®EL ~ 280 |®EL ~ 280 @EL ~ 280 (Chicco
building janalysis of occ. 560 W - Koy Koy Koy and
triggneratio eBoiler: 515 kify, ®HL ~ 0.9 oHL ~ 335 HL ~ 224 Mancarell
D PPEEY lende: 515 ki, [ Kien Kien 2 2007)
ey oCL ~ 500 [eCL ~ 150 |oCL ~ 400
sav;ngs N KW N
ratio
One Optimal eArca: 250 m? oEL ~ 0.0 ®EL ~ 0.0 ®EL ~ 3.6 (Ren et
family  sizing of @ lecpp: 1-2 kil Kt Kier ki1 al.,
— Cre CC: Not HL ~ 0.0 |eHL ~ 0.0 eHL ~ 5.5  2008)
specified Kifn Kin Kin
eRoiler: Not oCL ~ 0.0 oCL ~ 0.0 oCL 0.4
specified kiWen K Kien
eAverage hourly
demands
Universit Micro-CCHP  eArea: 279 m? ®EL ~ 9.8 |®EL ~ 6.2 ®EL ~ 9.8 (Cho et
y campus— real-time  locpp. 15 ki, ki, Kiiey Kifer al.,
1 operation  lonic. 35 il oHL ~ 0.0 |oHL ~ 11.2 eHL ~ 3.0  2009%)
cptimisation ®TRNSYS generated Kl Kilen Kl
hourly demands oCL ~ 12.9 @#CL ~ 0.0 oCL 2.9
kWn kWin kWen
Universit Design a eAverage cooling ®EL ~ 15.5 eNA oNA (Chandan
y campus- |SUPErvisory requirement = Mia1 et al.,
2 control 315 Mihw/day oHL ~ 0.0 2012)
strategy O oaverage heating K
utilise requirement = oCI, ~ 24.5
higher 17 Mih Kl
cnergy . — e Average
ecogor.ruc electricity
efficiency requirenent =
potential of 15 Mig
CCHP systems
eCHP: 19.1 MWay
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]

***************************************************************************************************************************************

[kW

-l lj i th.m,nnl«Mum.“.m[lﬁm.imnmdmlj il

Figure 18 Hospital-2 load profile for a winter week starting on a Thursday midnight and scaled using
peak HL of 12.5 kWi (125% of CHP's maximum thermal output) and weekend ~ weekday for hospitals
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Time [hh]
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Figure 19 Hotel-1 load profile for a summer week starting on a Wednesday midnight and scaled using
peak CL of 8 kW (Peak load for 16/21 °C operation in TABS circuit) and weekend ~ weekday for hotels

kool st

Figure 20 Hotel-1 load profile for a winter week starting on a Wednesday midnight and scaled using

peak HL of 14 kW (maximum possible with thermostat and test chamber in winter) and weekend ~
weekday for hotels

i mmum llumﬂlﬂllﬂl Mﬂmm.mn .m{mmmullm [.mgmnmmil .uujuuunnHl.mmmll
Time [hh]

EEL mHL

Figure 21 Residential load profile for a transition week starting on a Friday midnight and scaled using
peak HL of 12.5 kW (125% of CHP’s maximum thermal output) and weekend > weekday for residence
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D. Regression coefficients for the grey-box models

Table. 6 Values of regression coefficients programmed as model-parameters for the INES components

Param Parame |Valu Paramete
Value
eter
a, 1662 o) 2'26 e, 12.574 e; 13.199 h, 14
a, Cy 0.00 e, 0.325 e; 0.385 h,
0.490 92 0.56
as 0.252 C3 8180 e 0.033 e; -0.042
@ Ly oeas | da ggo e,  0.002 i 1637
as 0.010 es -0.001 > 0.379
a, —0.004 €q -0.001 - -0.116
a;, —0.029 fi 10.099 g1 1.683
ag [0.003 fo 0.331 95 0.006
a, [-0.000 fs 0.011 g4 0.069
a;o [0.0148 fa 0.002
by [0.423 fs -0.001
by, ~0.022 fe -0.002
by, 0.006 g1 2.369
by 0.002 92 -0.004
by, 0.000 93 0.023
by, 0.000 Ja 0.000
by [0.002 Js 0.000
by, ~0.001 Je 0.000
by, ~0.000
by [-0.001
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