
As Germany commits to environmental and climate goals, the utilization of clean energy tech-
nologies is expected to increase significantly. However, the application of technologies like 
photovoltaics (PV), wind turbines and batteries comes at a price due to their dependency 
towards scarce metals, such as rare earth elements (REEs) and cobalt. This means that large-
scale deployment of these technologies might cause supply bottlenecks of related metals in 
the future. 

Under this premise, this thesis aimed at answering two main research questions. Firstly, does 
the increasing metal demand due to the energy transformation process in Germany lead to 
supply bottlenecks? Secondly, what are the economic implications of the increasing metal de-
mand due to the energy transformation process on the metal market?

In answering the first research question, the metallic raw material demand for photovoltaics, 
wind turbines and batteries were investigated. Metals such as indium, lithium, cobalt, cop-
per and rare earth elements are identified as critical.However, the supply bottlenecks of the 
metals can be eased if the energy transformation process is steered in the right direction and 
efforts of improving material efficiency and recycling are pursued.

The second research question was tested using the Toda-Yamamoto approach to Granger-
causality testing vector autoregressive analysis in order to test the dynamics of selected me-
tal prices in the investigated technologies and their relationship with demand and supply. It 
is concluded that large-scale deployment of renewable technologies in the future will only 
strengthen the price relationships that exist between the metals in the technologies. 
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1 Introduction  

1.1 Background and motivation 

The Kyoto Protocol was first concluded in 1997, which commits involved nations, including 
Germany, to reduce their greenhouse gas (GHG) emissions. On top of that, the EU defined the 
“2020 climate and energy package” in 2007, which targets a 20 % reduction on GHG emissions, 
20 % improvement in energy efficiency and 20 % of the total energy consumption to be covered by 
renewable energy by 2020. In order to address these commitments as well as to create a climate-
friendly and sustainable energy system in Germany, the so-called energy transformation process, also 
known as the “Energiewende”, was initiated and several climate goals were defined. As an example, 
by 2050, the share of total electricity supply from renewable energy sources is to be successively 
increased to 80 % whereas the primary energy consumption is to be reduced by 50 % compared to 
the reference year of 2008. In conjunction with these goals, the Renewable Energy Sources Act was 
formed in Germany in order to grant priority to renewable energy sources and to facilitate 
sustainable development of energy supply. Based on the development of the GHG-emission in 
Germany as illustrated in Figure 1-1, it can be seen that Germany has successfully managed to 
reduce the emissions with respect to 1990. However, it can also be seen that a much stronger 
reduction of GHG-emission is required if the long terms climate goals are to be achieved in 2050.  

 

 
Figure 1-1: Emission of greenhouse gases in Germany as reported by the German Environment Agency in the National 
Inventory Reports for the German Greenhouse Gas Inventory 1990 to 2016 (as of 1/2018). The emissions in 2020 until 
2050 refers to the targets defined in the Climate Protection Plan 2050 of the Federal Government. The emission target 
in 2050 refers to the minimum reduction goal of 80 % compared to the reference values in 1990. 
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In 2016, the GHG-emissions due to fuel combustion in sectors such as the energy generation, 
transport and in the manufacturing and construction industry contributed to 84 % of the total 
GHG-emissions in Germany. This means that the transformation of the energy sector plays a vital 
role in achieving the long term climate goals in Germany. Due to this reason, the development of 
the German energy system has been actively researched in the past years. Studies such as Henning 
and Palzer (2015), Achner et al. (2015) and BMWi (2017b) have investigated the technical viability of 
a future energy system with a high share of renewables. Although there are many ways of achieving 
it, these studies share the common fact that photovoltaic (PV) and wind energy will have the largest 
share in the German electricity production in the future. Apart from that, the transport sector is also 
set to undergo massive electrification, which would increase the deployment of batteries.  

However, the development and production of innovative new products, such as renewable energy 
technologies, are expected to increase the utilization of new metals. Zepf et al. (2014) showed that 
the number of intensively used metals in energy pathways has massively increased under the 
influence of technological development, as specific material properties are essential for a large 
number of innovative technologies. Technologies such as PV and batteries, which have been 
predominantly based on silicon and lead historically, are currently utilizing new metals such as 
gallium and cobalt respectively. Similarly, wind turbines are relying on neodymium and dysprosium 
in order to increase reliability when the turbines get larger and are built at extreme distances from 
the shore. In fact, companies are already facing the challenge of ensuring the criticality of materials 
used in the development and production of energy technologies. For example, the wind turbine 
manufacturer, Vestas, decided to overhaul their product portfolio to manufacture wind turbines 
without permanent magnets (PMs) since China decided to limit the export of rare earth elements 
(REEs) in 2012. If the increasing use of scarce metals is left unchecked, it could lead to inevitable 
problems such as supply bottlenecks. This could then cripple the implementation of the proposed 
energy transformation process in Germany.  

In the field of economics, various studies show that additional demand for a commodity will 
generally lead to higher prices (Borensztein and Reinhart 1994; Hamilton 2008). In some cases, an 
increase in commodity demand of a single considerably large industrial consumer can lead to higher 
prices of all related commodities (Rodrigo Cerda 2005; Klotz et al. 2014). With Germany being one 
of the leading actors of renewable energy systems globally, the economic effects of the increase in 
metal demand due to the deployment of renewable energies cannot be neglected. On a different 
note, increasing metal prices and volatility has been a constant motivation to analyse the behaviour 
of metal prices, especially for the economic planning of manufacturers and asset investments for 
financial investors. The impact of the price fluctuations of metals related to renewable energy 
technologies was apparent when the price of REEs hiked due to the export restriction by China 
(Pavel et al. 2017). In terms of the use of strategic metals in batteries in EV, automobile 
manufacturers are already trying to secure long-term metal supplies due to fear of increasing prices 
and supply restrictions (Simon 2018). One of the ways of how industries could protect themselves 
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from the economic risks and uncertainties related to metal prices is to have a well-diversified metal 
portfolio which can provide a stabilizing effect on price fluctuations. While this is relatively easy to 
be achieved by investors or mine operators who have the opportunity to utilize the by-products of a 
mine, the manufacturing industry requires a variety of metals that can substitute any critical metals in 
the products. However, portfolio diversification only effectively works if the related metals in either 
production or consumption do not react similarly to market information (CPA Australia 2012). 
These examples emphasize the need for knowledge on the price dependencies and relationship 
between various metals to be able to anticipate and be better prepared against price fluctuations and 
sudden change in the metal market.  

 

1.2 Objectives and research questions 

The aim of this thesis is therefore twofold. Firstly, the thesis aims at determining if the expected 
increase in metal demand due to the energy transformation process in Germany will lead to supply 
bottlenecks. In order to quantitatively address this question, several development pathways 
proposed by existing energy scenarios are evaluated. The total metallic raw material demand for the 
development of PV, wind turbines and batteries for stationary storage applications and electric 
vehicles in Germany until 2050 is determined. Additional demand due to maintenance and repair 
works during the lifespan of a technology as well as premature decommissioning is considered, in 
order to realistically estimate the total material requirements. In doing so, possible technological and 
market developments, such as material efficiency measures and breakthroughs of new technology 
concepts, are discussed. In order to account for the uncertainties in the market, the future 
technology mix is assessed for several technological roadmaps. The total demand is then compared 
to the global production and reserve levels of each metal in order to identify any possible 
bottlenecks in the future. Last but not least, the total recyclable metal demand that can be obtained 
from decommissioned technologies are identified, which can, in turn, lower any bottleneck risks by 
reducing the virgin metal demand. Overall, the analyses in this thesis provide an opportunity to 
ensure that severe bottlenecks in the supply of raw materials can be identified at an early stage and 
required measures can be taken beforehand in order to steer the energy transformation process in a 
cost-efficient way.  

Secondly, this thesis aims at investigating the implications of the increasing metal demand due to the 
energy transformation process on the metal market. To this matter, a hypothesis is defined based on 
the findings in the literature, which is the basis of constructing the test set-ups. In the first part, the 
causality between the metal prices is investigated in terms of their nature of joint production and 
joint consumption. Additionally, a cross-technology analysis of the price dependencies among all 
relevant metals in PV, wind turbines and batteries is conducted, which, to the best knowledge to the 
author, has not been done before in existing literature. In the second part, a vector-autoregressive 
(VAR) structural analysis is conducted to analyse the market dynamics of selected critical metals. In 
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doing so, specific implications on metal prices can be investigated, such as a sudden surge in 
demand due to a technological breakthrough in renewable energy technologies. The main 
contribution of this thesis to the existing literature regarding this discipline is the metal-specific 
analyses which are relatively scarce in the literature.  

More precisely, this thesis aims at answering the following research questions: 

� Does the increasing metal demand due to the energy transformation process in Germany 
lead to supply bottlenecks? 

� What are the economic implications of the increasing demand due to the energy 
transformation process in Germany on the metal market? 

 

1.3 Structure of the thesis 

The rest of this thesis is structured as follows. In chapter 2, the energy scenarios that are selected to 
be investigated in this thesis are compared and contrasted. Since these scenarios serve as the core of 
the subsequent analyses, their differences in terms of methodologies, key assumption and their 
proposed pathways are addressed in detail. At the end of this chapter, an overview of the 
technologies to be investigated, namely PV, wind turbines and batteries, are provided. The third 
chapter provides the theoretical basis of metal prices to provide insights in approaching the second 
research question. In particular, the relationships between jointly-produced and jointly-consumed 
metals are explained.  

A thorough literature review regarding both research questions is provided in chapter 4. Three 
streams of literature are reviewed in detail for this purpose. Firstly, studies that have investigated the 
material demand for the relevant technologies and the supply bottlenecks are reviewed. This is 
followed by studies that investigated the causality between metal prices and lastly, the general market 
dynamics of metals. In doing so, research gaps in the literature are identified. Based on the findings 
in chapter 4, suitable methodologies and applied data are chosen and detailed in chapter 5.  

The next three chapters are combinations of technology-specific methodologies and pre-results 
required in obtaining the material demand for PV, wind turbines and batteries, respectively. These 
include the material compositions, market shares and material efficiency measures, which are 
predominantly obtained from the literature. Using this information, the further development of the 
technologies is proposed at the end of each chapter. Chapter 9 presents the main results of this 
thesis, which are then discussed in detail in the following chapter. Finally, the thesis is concluded in 
chapter 11, in which the critical appraisal and prospects of further works are also provided. 
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2 Energy transformation pathways 

Energy transformation pathways assist, among others, political discussions and provide guidance in 
making energy and climate policy decisions. While the pathways are not a prediction of how the 
future energy system will be structured, they propose possible scenarios for the evolution of the 
energy system in achieving certain climate goals based on fundamental assumptions and current 
knowledge. Currently, there are numerous studies proposing energy pathways in Germany 
commissioned from various parties including the government, industry associations and non-
governmental organisations. Examples of some of the more recent pathways, but not limited to, are 
IRENA (2015), Gerhardt et al. (2015) and Ausfelder et al. (2017). The majority of the energy 
pathways share the common fact of proposing ways to reduce the CO2 emissions in Germany to at 
least 80 % in 2050 compared to the reference emission values in 1990, which aligns with the national 
targets. Despite similar goal, the solutions in achieving this differ massively. This can be owed to 
two main factors, namely the methodology and key assumptions applied in the models and 
calculations. This proves that there are various possibilities in achieving climate goals, given that the 
framework conditions are favourable and carefully structured to steer the development in the proper 
path. Therefore, it is important to consider a variety of pathways while planning environmental 
policies which will shape the framework of the future energy system. Several meta-studies such as 
(Behn and Byfield 2016; Hillebrandt et al. 2015; Jülch et al. 2018; Burck et al. 2010) have compared 
and contrasted energy pathways to analyse the framework conditions under which the proposed 
energy system can be achieved. Although the numbers might vary, the key message is that the 
renewable energy technologies and the related infrastructures such as the power grid and storage 
systems have to be expanded while energy efficiency should be improved in all energy sectors. 

Consequently, three pathways are selected to be investigated in terms of the raw material 
requirement in this thesis. The pathways are selected based on criteria such as the topicality, 
geographical relevance, target year, goal of reducing CO2 emission and lastly the consideration of 
sector coupling. The interaction between the electricity, heating and transport sector is widely 
known as sector coupling, which plays an important role in coping with high shares of fluctuating 
renewable energies. The key idea of such an energy system is the elevated use of electricity from 
renewable energy sources in all sectors, thus reducing the need for fossil fuel for space heating, 
process heat, and transportation. As this would lead to an increase in electricity demand, and 
consequently of the renewable energy technologies, the consideration of sector coupling is therefore 
seen as a pivotal criterion in selecting the energy pathways. Upon consideration of these criteria, the 
following energy pathways, designated by the abbreviation that will be used henceforth, are selected 
to be analysed: 
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� Long-term: “Long-term scenarios for the transformation of energy System in Germany”, 
conducted by Fraunhofer ISI, Consentec GmbH and ifeu (BMWi 2017a)  

� Climate protection: “Climate Protection Scenario 2050”, conducted by Öko Institut e.V. 
and Fraunhofer ISI (Repenning et al. 2016) 

� Transformation: “Pathways for Transforming the German Energy System by 2050”, 
conducted by Fraunhofer ISE (Henning and Palzer 2015) 

The long-term and climate protection pathways, commissioned by the Federal Ministry for 
Economic Affairs and Energy (BMWi) and the Federal Ministry for the Environment, Nature 
Conservation and Nuclear Safety (BMUB) respectively, are often used as references in political 
discussions regarding energy and climate policies. The transformation pathway from the Fraunhofer 
Institute for Solar Energy Systems ISE is based on the cross-sectoral energy system model REMod 
(Palzer 2016). The differences between the pathways regarding the methodologies, key assumptions 
and core results are detailed in the following sections, with the focus on electricity generation.  

 

2.1 Methodologies  

Being structured - to a certain extent - upon previously published energy studies, the long-term 
pathway partly analyses and validates certain aspects of preceding studies. The main focus is not to 
present a single possible development of the energy system, but a solution space for the future 
energy system. A total of 12 scenarios are planned, in which the cost-optimal transformation path 
under different conditions will be derived, such as a decentralized system scenario or the low 
biomass potential scenario. Until the first quarter of 2019, 5 scenarios have been published, with the 
rest are planned to be released latest by the end of 2019. The central scenario of this study is the 
base scenario, which aspires after a cost-minimal pathway, in which the climate policy goals of 
reducing the greenhouse gasses (GHG) by 80 % in 2050 compared to the emission in 1990 are 
achieved. This scenario is chosen to be applied and investigated further in this dissertation. The 
modelling of this scenario was conducted in various sub-models that were optimized iteratively. One 
of the main strengths of this study is that not only is Germany modelled, but 42 other countries 
from Europe and the MENA region are also modelled and optimized together. This ensures a more 
realistic representation of the interaction between Germany and its neighbouring countries, 
especially in terms of the electricity exchange. Regarding the power plant expansion, several limits 
were pre-specified according to the German Renewable Energies Act (EEG). For example, a 
cumulatively installed PV capacity of 52 GW is set to be achieved in 2020 and to remain as the 
minimum level until 2050. In terms of wind turbines, at least 91 TWh of energy generation should 
be supplied by onshore turbines while offshore, 6.5 GW and 15 GW cumulatively installed capacity 
should be reached by 2020 and 2030, respectively. Expansions beyond these limits can be 
undertaken by the model if it sees fit. The feasibility of the expansions is then ensured by simulating 
the unit commitment of the power plants and by conducting a load flow analysis of the power grid.  
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The main goal of the climate protection pathway is to identify the achievable reduction in the GHG 
emissions if the current energy policy is carried forward into the future. Furthermore, it serves the 
purpose of identifying the required measures and strategies for meeting the climate goals and to 
analyse the cost-benefit relationship of achieving these goals for the consumer and ultimately, for 
the national economy. Three scenarios were analysed in this study, namely the current-measures-
scenarios, where the current environmental policies are assumed unchanged in the future, and the 
KS80 and KS95, each representing the CO2 reduction of 80 % and 95 % respectively compared to 
the emissions in 1990. In this thesis, the KS80 is chosen to be analysed further as this represents the 
minimum requirement in achieving the environmental goals in Germany, and is comparable in terms 
of the CO2 reduction with the other selected scenarios. The modelling of the KS80 scenario was also 
carried out using several sub-models, such as the FORECAST (Fleiter 2018) and INVERT (Stadler 
et al. 2007) models. The investment in new power plants was set exogenously according to current 
market situations, planned projects and projections from the available literature. The operations of 
the power plants in meeting the hourly demand were optimized in the PowerFlex model (Hacker et 
al. 2011), with the total operational cost as the target function. The electricity import and export 
from Germany was obtained by modelling the electricity exchange between EU-27 countries and 
was provided as an input into the PowerFlex model.  

In terms of the transformation pathway by Fraunhofer ISE derived from the REMod model, several 
scenarios have been published and discussed before. In this thesis, the “85/amb/Mix/beschl” 
scenario published by Henning and Palzer (2015) is chosen to be analysed as it was interpreted as 
the most promising scenario due to the results that were described to be more socially acceptable. 
The goal of this scenario is to derive a cost minimal target system, where the CO2 emissions are 
85 % lower compared to the reference emission values in 1990. The target function of the 
optimization is the minimization of the total cumulative cost from 2014 until 2050, which includes, 
among others, the investment costs, operational costs of power plants and fuel costs for 
conventional power plants. The CO2 reduction is achieved by setting a constraint in the model so 
that the annual emission does not exceed the maximum limit. The merit order of the power plants in 
the hourly operations is set exogenously to reduce the optimization time. This means that the unit 
commitment of the power plants is not optimized in this pathway. Nevertheless, the model ensures 
that enough capacity is available for the demand to be adequately met in every hour. Unlike both 
aforementioned pathways, REMod does not consider the spatial distribution of the power plants as 
the energy activities are assumed to occur in a single node, i.e. that the energy produced by a 
technology at any time would simultaneously be available for the entire region without the need for 
electricity transmission in the power grid. Correspondingly, the power plants are aggregated 
according to their own type, which completely eliminates the requirements for a detailed power grid. 
The overview of some of the important methodologies applied by the studies is listed in Table 2-1. 
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Table 2-1: Overview of the methodologies applied by the energy pathways 

 Long-term Climate protection Transformation 
CO2 reduction goals 80 %  80 %  85 %  
Power plant 
expansion 

Optimized expansion in 
ENERTILE, with 
minimum limits for PV and 
wind to be fulfilled in a 
given time period 

Predefined exogenous to the 
model 

Optimized expansion in 
REMod 

Unit commitment Optimised power plant 
deployment in OptEK 

Optimised power plant 
deployment in PowerFlex 

Predefined deployment 
sequence of power plants 

Optimization target 
function  

Minimal total cost Minimal total cost Minimal total cost 

Spatial resolution of 
modelling  

Germany is modelled in 6 
regions. Europe and 
MENA region are modelled 
and optimized together. 

Only the electricity sector of 
EU-27 countries are 
modelled and optimized to 
obtain import flows into 
Germany. 

Germany as a single node, 
no neighbouring countries 
included in the model. 

Power grid 
modelling 

DC and AC power grids are 
modelled. 

No power grid modelling, 
only the electricity losses in 
the grid is considered 

No power grid modelling, 
only the electricity losses in 
the grid is considered 

Non-energetic 
sectors 

Not considered Partially considered Not considered 

Potential analysis for 
expansion 

GIS-based analysis for PV 
and wind potentials 

GIS-based analysis for PV 
and wind potentials 

Based on literature 

 

 

2.2 Key assumptions  

The CO2 emission certificate prices are an important instrument to ensure the reduction of CO2 
emissions by imposing a high price on it, which ensures that renewable energies become more 
competitive than the conventional power plants in the future. While the long-term pathway expects 
the emission certificates to be priced at 100 €/tCO2 in 2050, the climate protection pathway predicts a 
slightly higher price at 130 €/tCO2. In contrast to both pathways, which assume a linearly increasing 
price until 2050, the transformation pathway assumes that the maximum price of 100 €/tCO2 has to 
be reached in 2030 and maintained at that level from then onwards.  

Besides that, the projection of fossil fuel prices greatly influences the investment decisions and 
operating strategies of power plants. High fuel prices indirectly promote the expansion of renewable 
energy technologies as the costs of operating a conventional power plant would increase. 
Furthermore, this would also promote the implementation of energy efficiency measures in 
buildings in order to reduce the energy demand, such as refurbishments or even a technology switch 
towards the more cost-efficient renewable technologies. In the long-term pathway, the projections 
by the EU are mostly used in setting the prices of fossil fuel. As an example, the oil price in 2050 is 
projected to be around 68 €/MWh while the natural gas is slightly lower than 40 €/MWh. In the 
climate protection pathway, several studies such as the IEA (2013) and Matthes (2010) are used in 
order to obtain the projections of fuel prices. This leads to slightly higher prices than the long-term 
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pathway, with oil prices in 2050 about 90 €/MWh and the natural gas price at around 45 €/MWh. 
As for the transformation pathway, an annual increase of 2 % is assumed for all types of fossil fuel. 

Another key assumption that significantly affects the results of the pathways is the projection of the 
energy demand. Two main factors that are essential in determining the development of energy 
demand is the demographic and economic growth. In the long-term and the climate protection 
pathways, these are modelled precisely for each sector. The transformation pathway uses available 
literature and assumptions in order to obtain the demand to feed into the model. In doing so, the 
electricity load used in REMod is based on the data from the European transmission system 
operators. Additional demand for room heating and hot water demand was calculated exogenously 
and included in the electricity load. Besides that, key assumptions regarding energy efficiency are 
also made with the goal of reducing the end and the primary energy demand. For example, several 
measures such as the reduction of room temperature or the increase of the refurbishment rate are 
undertaken to reduce the heating demand in the climate protection scenario. The refurbishment rate 
is differentiated in the transformation pathway between two levels of refurbishments; namely a 
complete refurbishment according to standards defined in Bürger et al. (2017) and an efficient 
refurbishment according to Feist (2011). 

Assumptions regarding the electricity exchange between Germany and neighbouring countries can 
affect the outcome significantly, especially in terms of power plant capacities and electricity 
generation. In the long-term pathway, the share of renewable energy in the imported electricity is 
assumed to be identical to the average share of renewable energy in the European electricity system. 
On top of that, 10 % of the renewable energy share in Germany in 2050 can be provided by 
imported electricity. The assumptions differ slightly in the climate protection pathway, where 15 % 
of the electricity demand in Germany in 2050 can be fulfilled by imported electricity, which can 
consist of electricity from both renewables and conventional power plants. In contrast, the 
transformation pathway assumes a limited import and export capacity at 5 GWel. This significantly 
small limit is intentionally selected to analyse the energy system of Germany with minimum 
balancing capacity from the neighbouring countries. 
 
Table 2-2: Brief overview of selected key assumptions in the energy pathways 

 Long-term Climate protection Transformation 
CO2 certificate 
prices 

Continuous increment of 
the price, 100 €/ ktCO2 in 
2050 

Continuous increment of 
the price, 130 €/ktCO2 in 
2050 

Price increases to 100 €/ktCO2 
in 2030 and remains 
constant until 2050 

Fossil fuel prices Moderate increase, e.g. 
68 €/MWh oil price in 2050 

Strong increase, e.g. 
90 €/MWh oil price in 2050 

2% increment per annum of 
all fossil fuel prices 

Demographic 
growth 

-0.2 % in average between 
2015-2050 

-0.2 % in average between 
2015-2050 

- 

Economic growth 0.8 % in average between 
2015-2050 

0.8 % in average between 
2015-2050 

- 

Refurbishment 
rate of households 

Depending on the building 
type, between 1.6 and 3 % 

Depending on the year, 
between 1.3 and 2.2 % 

600,000 refurbishments 
yearly 
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2.3 Proposed future energy pathways  

In this subchapter, selected results from the energy pathways are presented in two segments. Firstly, 
the achieved GHG emission and energy reductions are compared to the national energy and climate 
policy targets. This provides an insight on how the methodology and key assumptions from the 
pathways affect the results with regards to the national goals. This is followed by the electricity 
generation and the expansion of generation capacity, which is used as an input for in determining 
the total material requirements.  

To begin with, the minimum reduction of GHG emissions of at least 80 % in 2050 compared to 
1990 is achieved in all pathways. The share of renewable energies in the electricity generation is 
successfully increased to more than 80 % whereas the reduction of the electricity demand for 
classical applications is reduced by 25 % in all scenarios. While the long-term and the climate 
protection pathways met the target of reducing the primary energy consumption by at least 50 %, 
the transformation pathway barely missed this by 1 %. On the one hand, these reductions are largely 
owed to the reduction of heating demand in the building sector and of the energy demand in the 
industry due to refurbishment and energy efficiency measures. On the other hand, the replacement 
of conventional power plants by renewable energies reduces energy losses due to the high 
efficiencies of renewable energy technologies.  

Furthermore, a significant reduction is also achieved in terms of the end energy demand in all 
pathways. In terms of the gross electricity demand, the long-term and climate protection pathways 
have an almost unchanged demand (including electricity import) in 2010 and 2050 at around 
600 TWh. The transformation pathway, however, exhibits an increase of 26 % in 2050 at 800 TWh. 
As mentioned earlier, the electricity demand due to classical application actually reduces by 25 % in 
2050 compared to 2015, which is in concordance with the climate protection goals. Almost half of 
the electricity demand in 2050 in the transformation pathway is contributed by new electricity 
applications such as the strong electrification of the heating and transportation sector, production of 
hydrogen as well as methanisation as part of the power-to-X applications. Although the long-term 
and climate protection pathways also considered new electricity applications, their demand is not as 
high compared to that of the transformation pathway and is therefore compensated by the demand 
reduction in the classical application.  

Besides that, the more aggressive energy efficiency measures, such as demographic degrowth and 
higher refurbishment rates implemented by the pathways in comparison to the transformation 
pathway also contributes further to the compensation of the demand from new applications, thus 
maintaining the gross electricity demand as a relatively lower level. Another important detail to 
mention is that the nature of the long-term and the climate protection pathway which model each 
sector in detail in separate sub-models enables them to define sector-specific restrictions. 
Nonetheless, to a certain extent, this actually limits the optimization model to finding more 
favourable results. For example, coal is still used for heating demand in 2050 but only limited to 
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sectors that are difficult to be electrified, such as the steel industry. On this basis, complete 
electrification of the steel industry is not possible. On the contrary, the transformation pathway only 
applies cross-sectoral restrictions such as the complete phase-out of coal in 2040. This leads to a 
deeper decarbonisation and electrification of all sectors in the transformation pathway.  

With regard to the electricity generation capacity, wind energy and PV have the largest net installed 
capacity. In the long-term and transformation pathways, wind energy has the largest installed 
capacity in 2050, followed by PV. The share of these technologies is switched in the climate 
protection pathway, as PV was pre-defined to have the larger installed capacity than wind energy. 
While the climate protection pathway only proposed 500 MW of biomass and biogas power plants, 
the other pathways have a similar installed capacity of 6 GW. The capacity of hydro power plants 
remains constant in all pathways. Among conventional power plants, gas-fired plants have the 
largest share in the long-term and the transformation pathways, with 21 and 67 GW installed 
respectively. In contrast, only 4 GW of gas-fired power plants are installed in the climate protection 
pathway, with an additional 70 GW of back-up capacity. This capacity may consist of gas turbines, 
oil-fired power plants or even measures of demand-side-management (DSM), with no specification 
provided by the pathway. The transformation pathway completely phases out coal-fired power 
plants, while these are still to be seen in the remaining pathways. However, these are the remaining 
power blocks from existing power plants today. No new plants are built in both pathways as most of 
the capacities have been decommissioned once the maximum lifespan is reached. Only hard coal is 
still in use in 2050 with very low full load hours. Brown coal power plants have been completely 
displaced by the very high CO2 emission certificate prices1. The complete installed capacities of 
electricity generating capacities in 2050 are displayed in Figure 2-1.  

In terms of the electricity generation, all pathways share the common fact that wind turbines provide 
the largest share of electricity generation in 2050, as illustrated in Figure 2-2. PV provides the second 
largest share among electricity generation. A very contrasting result is reported in terms of the 
electricity exchange with the neighbouring countries. In total, more electricity was exported to 
neighbouring countries until 2030 in the climate protection pathway and until 2040 in the long-term 
pathway. This however changed beyond that as Germany becomes a net electricity importer. In the 
long-term pathway, the net electricity import in 2050 is even greater than what is generated by PV or 
onshore wind turbines in Germany. In the climate protection pathway, almost 10 % of the total 
electricity demand is imported. It is explained in the pathways that the reason for this is the cheaper 
generation of renewable energies in other countries due to more favourable weather conditions. In 
contrast, the transformation pathway exports a total of 5 TWh of electricity in 2050 and does not 
allow for any import from the neighbouring countries.  

                                                 
1 In January 2019, the Commission on Growth, Structural Change and Employment has agreed to phase out all coal-
fired power stations in Germany by 2038 at the latest.  
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Figure 2-1: Cumulative installed electricity generation capacity in 2050. The “Backup” in the Climate Protection scenario 
refers to a generic backup power plant that offers a multitude of possible options, such as gas turbines or agreements on 
load shifting. The “Others” in the long-term scenario refers to other types of conventional and renewable power plants 
such as the waste-fired power stations or plant-oil-fired power plants.  

 

 
Figure 2-2: Total electricity generation in 2050 in all scenarios. The description of “Others” and “Backup” power plant 
types can be found in the description of Figure 2-1. The huge difference between the electricity generation in the 
transformation and the rest of the scenario is contributed by the new electricity applications such as the strong 
electrification of the heating and transportation sector. 

 

One of the main requirements of achieving an energy system with a large share of renewable 
energies is electricity storages to compensate for the intermittent nature of the PV and wind energy. 
Interestingly though, the long-term pathway does not propose any installation of stationary 
electricity storage. Only the existing 7.4 GW of pump storage capacity is available until 2050. The 
reason for this is that enough flexibility is provided to the system by the power-to-heat applications, 
preventing stationary storages to reach economically viable full load hours. In the climate protection 
pathway, where the installed capacity of power plants and infrastructure are exogenously specified, a 
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total capacity of 15.7 GW of hydro pump storage and 13.5 GW of power-to-heat plants is set for 
2050, with no additional stationary storages. In the transformation pathway however, additional 
electricity storages in the form of stationary batteries are built. In 2050, 74 GWh of battery capacity 
is available to the system. This may be attributed to the larger installed capacities of wind and PV to 
accommodate much higher electricity demand as well as the inability to import electricity from 
neighbouring countries.  

Although stationary batteries are not built in the long-term and climate protection pathway, electric 
vehicles (EVs) that contain batteries are expanded massively. The electric vehicles considered in this 
thesis also contain fuel cell powered vehicles due to the application of batteries. In the long-term 
pathway, 30 million EVs are available in 2050 whereas 32.3 million are reported in the climate 
protection pathway. The transformation pathway reported around 34 million EVs in 2050. 
However, not all of the battery capacity is available as a flexibility option for the energy system in 
the transformation pathway, as this is only limited to 81 GWh (corresponding to 30 % of the total 
capacity of the full battery EVs). This information is not provided by the long-term and climate 
protection pathways and it remains unclear if the entire capacity is utilized for flexibility purposes.  

Considering all aspects, it can be concluded that PV, wind turbines and batteries will be some of the 
main pillars of the future energy system in Germany. Therefore, the deployment of these 
technologies, as proposed by the selected energy pathways, will be analysed in detail in this thesis. In 
the following sections, technical descriptions and overview regarding the configurations of these 
technologies are provided, which are vital in determining the material efficiency measures and 
projections of future market shares in the subsequent chapters. 

 

2.3.1 Wind turbines2 

The power generation from the wind can be materialized through two different physical concepts; 
drag and lift forces. The latter can achieve a higher energy yield than the former which makes it 
widely used in wind turbines. The power available to a wind turbine is proportional to the cube of 
the kinetic energy of the wind, although the theoretical maximum energy that can be converted from 
the wind energy is limited by the Betz limit at 59.3 %. Modern-day grid-connected wind turbines are 
predominantly 3-bladed horizontal-axis machines (Spera 2009). The main components of a modern 
turbine are shown in Figure 2-3. The mechanical energy of the blades is transmitted via the low-
speed shaft through the gearbox to the high-speed shaft that is attached to the generator, where 
electricity is generated. The yaw system controls the alignment to the direction of the wind by 
rotating the nacelle.  

 
                                                 
2 Some parts of this sub-chapter have been published in (Shammugam et al. 2019a). These contents have been revised 
and editorially amended as part of this thesis.  
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Figure 2-3: Schematic overview of wind turbine components © Fraunhofer ISE 

 

In this thesis, the most common designs in the wind energy sector in Germany, namely horizontal 
axis design, lift-based, with a three blades rotor and variable speed generator are considered. Among 
the different factors affecting the material composition of a wind turbine, the drive train system 
stands out as the most important one that decides the material composition of a wind turbine. 
Therefore, the scenario definitions for the development of wind turbines in this thesis are depended 
on the drive train systems (see chapter 6.4 for development scenarios). The six current most 
commonly used wind turbine drive train systems are listed in Table 2-3.  

The drive train systems are differentiated by their generator design (synchronous or induction), 
excitation (electrical or permanent magnet), number of gear stages (multiple-stage, single-stage or 
direct-drive) and power converter types (partial or full scale). Each of the drive train systems has its 
own advantages and disadvantages, which provides a high degree of freedom to the manufacturers 
to select a system configuration that best suits their business portfolios. According to the data 
registers from the Bundesnetzagentur (2017), these drive train systems accounted for at least 98 % 
of the turbines installed in Germany in recent years. Other concepts, such as the electrically-excited 
synchronous generator with gearbox, or the squirrel cage induction generator with constant speed, 
are not considered in the present study due to their negligible market share. 

In terms of the generator design, the difference between induction and synchronous generators is 
that a synchronous generator’s rotor rotates at the same rate as the synchronously rotating stator 
field while an induction generator’s rotor rotates faster than the stator field. Induction generators, 
such as DFIG and SCIG, are less expensive than the synchronous generators at the cost of their 
efficiency (Cheng and Zhu 2014a). 
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Table 2-3: Types of wind energy conversion systems considered in this thesis 

Drive train systems 

Doubly-Fed 
Induction 
Generator 

 

Electrically-
Excited 

Synchronous 
Generator-

Direct-Drive 

Permanent 
Magnet 

Synchronous 
Generator – 
High Speed 

Permanent 
Magnet 

Synchronous 
Generator-

Middle Speed 

Permanent 
Magnet 

Synchronous 
Generator-

Direct-Drive 

Squirrel 
Cage 

Induction 
Generator 
Variable 
Speed 

Acronyms DFIG EESG-DD PMSG-HS PMSH-MS PMSG-DD SCIG 
Type of generators Induction Synchronous Synchronous Synchronous Synchronous Induction 
Type of excitation Electrical Electrical Permanent 

Magnet 
Permanent 

Magnet 
Permanent 

Magnet 
Electrical 

Type of gearbox 3-stage - 3-stage 1-stage - 3-stage 
Converter Partial-scale Full-scale Full-scale Full-scale Full-scale Full-scale 

 

Induction generators can only be electrically excited, whereas the synchronous generators can be 
either electrically or permanently excited via magnets. PMSGs are lighter than electrically excited 
synchronous generators (Arnold et al. 2014; Polinder et al. 2006) and do not require an additional 
power supply for the magnetic field excitation, which leads to higher efficiency. On top of that, 
there is no need to transfer this excitation power with slip rings and brushes, which may cause 
failures and electrical losses (Cheng and Zhu 2014b). However, rare earth elements (REE) such as 
Neodymium makes the PMSG critical and difficult to handle during manufacturing (Chen and Li 
2008) and prone to high price volatility of REE. 

A further distinction is made between generators with gearbox and direct-drive ones. The direct-
drive concepts, such as EESG-DD and PMSG-DD, feature a reduced number of rotating 
mechanical parts compared to a geared technology, thus limiting failure risks. This higher reliability 
has a cost: the generator, directly coupled to the hub, rotates slowly with the rotor speed of about 
25 rpm, which causes the direct-drive generators to be larger and heavier than geared generators. A 
PMSG can feature either direct-drive (PMSG-DD) or geared configurations with single-stage 
(PMSG-MS) and multiple-stage (PMSG-HS) gearbox. Among geared generators, PMSG-MS 
represents a good trade-off between generator size and reliability. This so-called “multigrid system” 
has fewer mechanical components than the multiple-stage geared concept and, with a speed of up to 
500 rpm, the generator still has a higher rotation speed than a direct-drive generator, which causes it 
to be smaller and lighter (Arnold et al. 2014).  

In terms of power converters, the DFIG has the particularity of having a partial-scale power 
converter, meaning that only a part of about 20 to 40 % of the generated power goes through the 
converter, whereas the other generator types require a full-scale converter for the grid connection 
(Polinder et al. 2013). This partial-scale converter has the advantage of being smaller, cheaper and 
has fewer losses. However, compared to the full-scale converters, the partial-scale converters are 
more vulnerable to grid failures.  
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2.3.2 Photovoltaic 
 

Ever since the discovery of the silicon p-n junction for converting solar radiation into electricity by 
Chapin et al. (1954), solar cells have been developing tremendously. Historically, solar cells have 
been used in fields that do not have access to electricity from the power grid, most notably in outer 
space as well as remote areas. Today, solar cells in the form of PV modules have become an 
important sustainable energy technology and are expected to contribute significantly to the future 
electricity generation. Solar cells convert solar radiation directly into electricity via the photovoltaic 
effect (see Klassen (2011) for the general principle of a solar cell). Since a solar cell can only generate 
a limited amount of electricity, a number of cells are usually interconnected in a weatherproof 
encapsulation and used together. This is known as a PV module. The number of cells in a module 
can vary, typically between 36, 60 and 72 cells. A PV system consists of PV modules, inverter, cable 
system and balance of systems (BOS), which usually represents the mounting system. The inverter 
converts the direct current that is produced in the PV modules into alternating current, to enable a 
feed-in into the power grid (Jülch et al. 2015). Among the various types of solar cells, the crystalline 
silicon (c-Si) and thin-film solar cells are the most mature technologies and have an average global 
production capacity of approximately 93 GWp and 5 GWp respectively (Fraunhofer ISE 2018). C-Si 
solar cells generally consist of either mono- or multi-crystalline silicon cells whereas thin-film solar 
cells are usually based on copper-indium-gallium-diselenide (CIGS) and cadmium-telluride (CdTe). 
The historical global market shares of the c-Si and thin-film modules are displayed in Figure 2-4. 

Apart from c-Si and thin-film solar cells, various other cells do exist, which are either currently only 
deployed at a smaller scale (e.g. dye-sensitized and organic cells) or are still under development and 
not commercially available at a large scale (e.g. perovskite and III-V). Therefore, only c-Si and thin 
film solar cells are considered in the metal demand analyses of this thesis.  
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Figure 2-4: Global market share of c-Si and thin film PV module production. Source: Fraunhofer ISE (2018) 

 

Crystalline silicon solar cells 

A c-Si solar cell is generally based on a p-n junction, which is made into either p-type or n-type high-
purity silicon substrate. Several variations of c-Si concepts are detailed in Polman et al. (2016). 
Among them, the Tunnel-Oxide-Passivated-Contact (TOPCon) concept is the most common type 
of c-Si solar cell in the market (ITRPV 2017) and will be used in the analyses in this thesis. The 
cross-section of a TOPCon cell is shown in Figure 2-5. Typical cell dimensions are 156 x 156 mm2 
and a thickness of 150-200 μm. The front side of the silicon layer is coated with a layer of silicon 
nitride in order to reduce the front reflection and passivate the emitter surface. The back side of the 
silicon layer is commonly coated with aluminium which forms the back contact and also acts as a 
passivation agent. The front contact usually consists of silver. The silicon layers are known as wafers 
and are either made of monocrystalline silicon (mono-Si) or multi-crystalline silicon (mc-Si), which is 
differentiated by the way they are prepared and cut. The former silicon is made out of a single 
continuous crystal lattice structure whereas the latter has crystalline grains with random orientations. 
A detailed description of the functionality of a c-Si solar cell is provided elsewhere by Glunz et al. 
(2012). 

 

Thin film solar cells 

Although c-Si cells are a robust and proven technology, producing a much cheaper solar cell has 
always been the constant motivation to develop thin film solar cells (Aberle 2009). Since a large 
share of energy and costs of production goes into processing the silicon wafer (Kazmerski 2006), the 
idea was to replace it with other materials, thus automatically reducing the associated costs. This was 
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first achieved through the development of the Cu2S/CdS cell, which was significantly thinner than a 
c-Si cell at that time (Chopra et al. 2004). Ever since, thin-film solar cells have been subject to 
intense research, leading to the discoveries of many viable materials to be used in making a solar cell. 
Thin-film solar cells have high optical absorption coefficients, which makes very thin absorber layers 
possible. The basic principle of thin-film solar cells is that two electronically different material layers, 
namely the transparent conducting oxides (TCO) and the absorber layer, are placed together. A 
buffer layer of CdS between them ensures that the charges are separated (Chopra et al. 2004) and 
forms a junction between the TCO and absorber. Besides that, the buffer layer also improves the 
interface properties and chemically protects the absorber layer during the high-temperature 
manufacturing process (Naciri et al. 2007). However, the energy band gap of a buffer layer has to be 
much higher than that of the absorber so that it can minimize absorption and recombination losses. 
The ohmic back contact is often realized by a layer of molybdenum.  

CdTe represents the largest share of thin-film modules worldwide. The current record efficiency for 
CdTe solar cells is held by First Solar at 22.1 %, who is also the largest producer of CdTe modules in 
the world. CdTe solar cells have an energy band gap of 1.5 eV, which is very close to the ideal band 
gap for photovoltaic conversion efficiency of 1.45 eV (Morales-Acevedo 2006). CIGS thin-film solar 
cell currently holds the official record for the highest laboratory efficiency of thin-film solar cells at 
22.9 % (Green et al. 2018). The p-type absorber layer of Cu(In1-x, Gax)Se2 has a high absorptivity and 
an energy band gap in the range of 1.06-1.7 eV, depending on the composition of indium and 
gallium in the layer. The exact structures of CIGS and CdTe solar cells and their general principle 
are explained elsewhere by Polman et al. (2016). 

 

 

  

 

Figure 2-5: Cross-section of a c-Si TOPCon (left), CIGS (middle) and CdTe (right) solar cells. ARC refers to anti-
reflection coating while TCL refers to the transparent conductive layer, also known as the transparent conductive oxides. 
Source: (Polman et al. 2016) 
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2.3.3 Batteries 
 

Batteries are expected to become a crucial technology in the energy transformation process which 
will facilitate the decarbonisation of the energy sector. The transportation sector contributes around 
22 % of the total energy-related green-house-gas (GHG) emission in Germany. Although the 
emissions have been reducing –compared to the emission levels in 1990- mainly due to more 
efficient combustion engines, a more drastic reduction to meet the climate goals would require the 
electrification of the transportation sector. Therefore, the biggest demand for batteries in the future 
will most likely come from the transportation sector. Besides the use in electric vehicles (EV), 
batteries are also important in an energy system with a high share of renewables, mainly as a 
flexibility option due to the intermittency of PV and wind energy. From the generation point of 
view, batteries enable excess electricity from PV and wind to be stored and used at later times. They 
provide valuable support for the power grid by catering balancing energy in order to control the 
frequency and voltage to ensure the stability of the power grid. In terms of consumption, they 
enable demand-side-management, which includes measures such as shifting the demand to off-peak 
period or peak shaving. In combination with PV systems, batteries also increase the electricity self-
consumption rate while benefiting the owners through additional revenue and avoided costs of 
utilizing electricity from the power grid (Kost et al. 2018). Further comprehensive descriptions of 
the application and benefits of batteries are provided by Klausen (2017).  

The most basic element of a battery is a cell, which consists of an anode, cathode and the electrolyte. 
Metals contained in these components are denoted as the active metals in this thesis, which 
represents the most important elements for the functionality of the cell. Multiple cells that are wired 
in series are known as a module. Ultimately, a collection of modules packed in the final shape of a 
battery is known as a pack (Andrea 2010). There are currently various types of batteries in the 
market, each with a different layout and chemical composition. This leads to a wide range of 
parameters such as energy density and cycle numbers, which makes specific batteries to be used in 
targeted application (Stenzel et al. 2015). However, there are generally five types of batteries that are 
currently most commonly used for electricity storage purposes in EVs as well as in stationary 
applications. These are lead-acid, nickel metal hydride, redox-flow, high-temperature and lithium-ion 
batteries. The general characteristics of the batteries are explained in the following sections and are 
summarized in Table 2-4.  

 

Lead-acid (Pb-acid) batteries 

Invented at the end of the 19th century, the lead-acid battery is one of the very first rechargeable 
batteries. Since then, it has been one of the major means of electricity storage and has been used in 
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various applications, from the 12 V starting-lighting-ignition (SLI) system in automobiles (Chumchal 
and Kurzweil 2017) to standby application such as in telecommunications, data networks and energy 
sector (May et al. 2018). A cell of the lead-acid battery consists of flat plates made out of lead that is 
submerged in an electrolyte consisting of water and sulfuric acid. The detailed functionality of a Pb-
acid battery can be found in (Johnson 2014).  

Pd-acid batteries are a reliable, robust and mature technology as the characteristics have been 
intensively researched and highly optimized over the years. The major advantages of Pb-acid 
batteries include the use of relatively cheap materials, simple battery management system as well as 
the very high safety levels. With a recycling rate of over 99 % (SmithBucklin Statistics Group 2017), 
Pb-acid batteries are the most recycled consumer product in the western countries and have reached 
an almost complete closed-loop recycling system. The simple construction of Pb-acid batteries 
makes the dismantling and recovery of materials to be possible with minimal energy requirement, 
which further increases the sustainability of the batteries. However, one of the biggest drawbacks of 
Pb-acid batteries is the toxicity of lead. Poor working conditions in recycling plants of Pb-lead acid 
plants in some low to middle-income countries have led to lead poisoning. In fact, the entire 
industry of recycling lead-acid batteries has been ranked the most polluting industrial process 
worldwide according to disability-adjusted years of life lost (Ballantyne et al. 2018). Other 
disadvantages of Pb-acid batteries are low gravimetric and volumetric energy density (May et al. 
2018) as well as low efficiency and cycles life (Stenzel et al. 2015).  

 

Nickel-metal hydride (NiMH) batteries 

NiMH batteries were first patented in 1986 and are a result of the further development of the 
proven nickel-cadmium (Ni-Cd) battery. Similar to Ni-Cd, NiMH batteries consist of nickel-
hydroxide as cathodes while the electrolyte is made out of aqueous potassium hydroxide. The 
difference is that the active material in the negative electrode is hydrogen-absorbing alloy instead of 
cadmium. Further working principles of NiMH batteries are detailed in (Chang et al. 2016). The 
main advantages of NiMH batteries are the long cycle life and high power density compared to Pb-
acid and most of the Li-Ion batteries. However, the main disadvantages of NiMH batteries are the 
susceptibility to memory effect (Sato et al. 2001) and the high self-discharge rate at 30 % of capacity 
fade per month as opposed to only 5 % in Li-Ion batteries (Julien et al. 2016). In addition to that, 
NiMH batteries have high costs mainly due to the intensive nickel requirements (Johnson 2014). 
Although NiMH used to be applied in portable applications in the past, this has been taken over by 
the much cost effective Li-Ion batteries (Pillot 2017). At the moment, the major use of NiMH 
batteries is in hybrid electric vehicles (HEV).  
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Lithium-ion (Li-Ion) batteries  

The first commercial Li-Ion battery was introduced by Sony Corporation in 1991 (Blomgren 2017). 
A Li-Ion cell consists of an anode and cathode contacted by an electrolyte, which carries the 
positively charged lithium ions between the electrodes. A separator ensures that the electrodes are 
isolated while still allowing the transfer of lithium ions (Deng 2015). There are two main reasons as 
to why lithium is primarily used as the ionic charge carriers. Firstly, an extremely high cell potential 
can be reached since lithium has the lowest reduction potential of any elements. Secondly, lithium, 
being one of the lightest elements, enables exceptionally high gravimetric and volumetric energy 
density (Nitta et al. 2015). Consequently, a battery with high energy density makes it an increasingly 
preferred technology in various electric applications such as in portable electronic devices and 
electric vehicles (EVs).   

 

 
Figure 2-6: Cross section representation of a LCO Li-ion cell. Source: (Kanamura 2005) 

  

The anode of conventional Li-Ion batteries is generally made out of graphite. In terms of the 
cathode, there are various metal compositions which provide distinctive characteristics to the 
different types of Li-Ion batteries. The earliest battery commercialized by Sony was based on 
lithium-cobalt-oxide (LiCoO2). This battery, also known as LCO, was very attractive at the point of 
introduction as it boasted high volumetric and gravimetric energy density with reasonable cycle 
lifespan relative to Pb-acid batteries. At present, LCO is still the preferred candidate for portable 
electronic applications such as cell phones and laptops. The disadvantage of LCO batteries, apart 
from higher losses during deep cycling, is the high cost of material due to the presence of cobalt. 
Efforts in reducing the cobalt demand lead to the development of a lithium-nickel-cobalt-
aluminium-oxide (LiNi0.8Co0.15Al0.05O2) based cathode, also known as the NCA battery. While cobalt 
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was partially substituted with nickel, aluminium was introduced to improve the thermal stability. 
NCA batteries have a superior lifespan than LCO and are primarily used in EVs, most notable by 
Tesla. Batteries with lithium-manganese-oxide (LiMn2O4) cathode, also known as the LMO, are 
cheaper than the LCO or NCA as it has neither nickel nor cobalt. LMO batteries are also safer due 
to higher thermal stability and the spinel structure of the cathode allows for lower internal resistance. 
The disadvantage of LMO batteries is that it has a lower energy density compared to NMC or NCA. 
Another type of Li-Ion battery that is manufactured with abundant materials is the lithium-steel-
phosphorous (LiFePo4) battery, known as the LFP. The biggest advantage of LFP batteries is high 
safety and a relatively high cycle life. However, the biggest drawback of LFP batteries is low energy 
density. Last but not least, the lithium-nickel-manganese-cobalt-oxide (LiNiMnCoO2) battery, 
known as the NMC, is the youngest among all aforementioned batteries as it was only 
commercialized in 2004. Nonetheless, it has experienced the highest growth in terms of application 
as it is being intensively used in EVs as well as in electronic applications. Although the energy 
density of NMC is lower than the NCA, it has higher cycle-life and power density. 

Although Li-Ion batteries have a higher energy density, better efficiency and favourable calendar 
lifespan than most of the commercially available secondary batteries, safety is still a major concern 
(Deng 2015; Wen et al. 2012). The main reason for this is the thermal runaway which occurs when 
there are irregularities in an exothermic reaction in the battery due to overcharging or other flaws 
(Liu et al. 2018a). Since the liquid electrolyte of a Li-Ion battery is flammable, a significant increase 
in temperature eventually leads to fire and explosions. Some of the more prominent incidents related 
to Li-Ion batteries are the grounding of Boeing 787 Dreamliners due to fires in the aeroplane 
batteries (Williard et al. 2013) as well as the multiple reported explosions in cell phones and portable 
devices (Wang et al. 2012).  

However, this disadvantage related to the aqueous electrolyte can be addressed with the 
development of solid-state batteries, which uses solid-electrolytes. Besides providing the benefit of 
removing the flammable liquid electrolyte, solid-state batteries also have other advantages, such as 
allowing for higher energy density, longer cycle life (Luntz et al. 2015) as well as reducing material 
and fabrication cost since the cells are not required to be separated within a module (Sun et al. 
2017). Due to these reasons, solid-state batteries are seen as a promising technology to be 
implemented in EV. The cathode chemistry remains the same with LCO, NCA and LFP being some 
of the more researched cathode composition for solid-state batteries (Kurzweil and Garche 2017). 
As for the solid electrolytes, various chemical compositions either in the form of ceramic or polymer 
electrolytes have been successfully tested (see (Xu et al. 2018; Takada 2013; Sun et al. 2017; Gao et 
al. 2018)). Despite overwhelming advantages, solid-state batteries are still at an early stage of 
research. Disadvantages of solid-state batteries include lower power density, low ionic conductivity 
and high resistance at the interface between the electrolyte and electrodes, which hinders fast 
charging and discharging (Kawasoko et al. 2018). Furthermore, the cost of manufacturing a solid-
state battery is currently high as it is mainly manufactured under controlled laboratory conditions. 
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Sodium high-temperature batteries 

Unlike conventional batteries, the electrolytes of a sodium-based high-temperature battery are solid 
whereas the anode and cathode are in liquid form (see Figure 2-7). Due to the high melting point of 
sodium (in the cathode), typically between 310 and 350 °C, this battery system has to be operated at 
high temperature. Nonetheless, the long cycle life has made it attractive for the use of grid-
connected applications. Sodium-sulphur (Na-S) batteries are currently commercially available 
(Stenzel et al. 2015), with a capacity of 1.8 MW already installed in Germany (DOE 2018). One of 
the major advantages of Na-S batteries is the use of non-expensive and non-critical materials. 
However, Na-S batteries have considerably lower energy density compared to Li-Ion batteries. The 
need for high temperature also proves to be one of the biggest drawbacks of this battery due to two 
main reasons. Firstly, additional energy is required in order to maintain this operating temperature, 
which reduces the overall efficiency of the battery. Secondly, the molten salt is corrosive at high 
temperatures, which calls for additional material and measures to ensure that the encapsulation and 
housing of the batteries are not harmed (Hueso et al. 2013). 

  

 
Figure 2-7: Cross section representation of a Na-S cell. Source: (Hueso et al. 2013) 

 

Redox-flow batteries 

While small-scale redox-flow batteries (<1 MW) are already commercially available, large-scale 
batteries are currently at a demonstration stage and have the potential to be applied widely as 
stationary storage systems in the future. As opposed to the conventional batteries, where one 
compact cell contains the electrolytes and electrodes, the redox-flow batteries consist of two liquid 
electrolytes in separate tanks and a stack of cells in which the redox process occurs (see Figure 2-8). 
One of the advantages of redox-flow batteries in comparison to Na-S is that the former only needs 
to be operated close to room temperature in order to main the electrolytes in liquid form, which 
consequently reduces the additional energy requirement and improves the safety quality (Alotto et al. 
2014). Currently, there are several redox-flow batteries that are often discussed in the literature. 
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(Leung et al. 2012) provide a comprehensive overview of the various types of redox flow batteries 
and their characteristics. The Vanadium/Vanadium (V-V), also known as the Vanadium Redox-
Flow battery (VRFB) was discovered in the late 1980s and has ever since become one of the most 
promising and researched concepts of all redox-flow batteries. The main disadvantage of redox-flow 
batteries is the extremely low energy and power density. Due to the nature of the system that is not 
compact, they are not suitable for mobile applications. However, in terms of stationary grid-
connected battery systems, where the area of installation is not an issue, redox-flow batteries are 
suitable candidates as it is easily scalable and has extremely high cycle numbers which can 
accommodate the intermittency of PV and wind energy generation.  

 

 
Figure 2-8: Cross section of a V-V redox flow battery. Source: (Kear et al. 2012) 

 

Post Li-Ion battery concepts 

At the moment, further development in batteries is mainly driven by the automobile industry to 
extend the range of electric cars while improving the safety aspects. Despite having the highest 
energy density among current battery types, Li-Ion batteries cannot meet the increasing demand for 
energy density, especially for pure electric vehicles, as it is already reaching the limits that 
intercalation material can achieve (Ji and Nazar 2010; Suo et al. 2013). Therefore, research works are 
going on in search of next-generation batteries with considerably higher energy density. Two of the 
most discussed concepts in the literature with the best chances of a market entry are lithium-sulphur 
(Li-S) and lithium-air (Li-Air) batteries. 

 

Lithium-Sulphur (Li-S) batteries 

The Li-S batteries have lithium metal as an anode while the cathode comprises of sulphur, graphite 
and a binder. Both electrodes are separated by either an organic-solvent aqueous electrolyte and a 
polymer separator (Fotouhi et al. 2017; Liu et al. 2018b). Li-S batteries have a theoretical maximum 
energy density of around 2500 Wh/kg, with an achievable energy density estimated around 500 
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Wh/kg (Stenzel et al. 2015). As opposed to the other alkali metal-sulphur batteries, such as the Na-
S, Li-S batteries can be operated at room temperature. The cost of Li-S is estimated to be around 
200-400 USD/kWh. However, it has the potential of having lower specific costs compared to 
conventional Li-Ion batteries such as the NMC or NCA since it only utilizes inexpensive materials. 
Furthermore, Li-S is also more robust to deep-cycling and has a higher shelf life. Although Li-S 
batteries have been researched for the past two decades, they exist currently only in laboratories and 
commercialization still has not materialized. The major drawback of Li-S batteries is the active 
formation of lithium dendrites in the anode solid-electrolyte-interphase (SEI) due to the high 
electronegativity of lithium, which causes poor cycle-numbers and increases the possibility of short 
circuit. However, intensive research activities are currently going on to improve these issues, for 
instance adding a stabilizing agent such as LiNO3 in the electrolyte (Suo et al. 2013) and protecting 
the lithium anode using inorganic solid electrolytes.  

 

Lithium-Air (Li-Air) batteries  

A Li-Air battery consists of a Li-based anode and an air cathode, separated by either an aqueous or 
solid electrolyte layer. These batteries have the highest theoretically maximum energy density among 
any other electrochemical battery concepts at more than 11 kWh/kg, which even rivals the energy 
density of petroleum (Lee et al. 2011). However, the achievable energy density is estimated to be 
around 5.2 kWh/kg, which is still considerably higher than Li-Ion batteries available today. The 
concept of Li-Air has already been around since 1996. However, only through the discovery of the 
porous electrodes in favour of the intercalation electrode, which showed increased electrochemical 
performance, did the research works on Li-Air began to grow rapidly (Ogasawara et al. 2006). Li-Air 
batteries are currently still in relatively early stages of research and development. Some of the 
challenges faced by Li-Air batteries currently are low power density, low round-trip efficiency, 
stability issues and safety issues due to high sensitivity to temperature and humidity (Kraytsberg and 
Ein-Eli 2011). If these problems can be solved, Li-Air batteries have the potential to be intensively 
applied in the future not only in EVs but also in stationary applications. 
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3 Theoretical basis of metal prices 

According to the concept of general economic equilibrium, the price of a commodity in a free 
market depends on the quantity that is demanded by consumers and is supplied by producers (Gale 
1955). The equilibrium between the supply and demand of a metal in relation to the price is 
exemplarily illustrated in Figure 3-1. The demanded quantity Q1 and price P1 represent the state of 
equilibrium between the demand and supply. On the figure in the left, it can be seen that the price 
increases from P1 to P2 when the demand shifts upwards from D1 to D2 while supply S remains 
constant. Meanwhile, on the figure in the right, assuming that the demand remains constant, an 
increase of supply from S1 to S2 eventually reduces the price from P1 to P2. However, commodity 
markets will eventually regulate themselves in order to reach an economic equilibrium in the long-
run (Gale 1955). For instance, once the price of a metal increases as a consequent of growing 
demand, supply will eventually increase to meet the demand. As a result, market equilibrium will be 
eventually achieved, thus causing the price to theoretically drop to the initial equilibrium price.   

 

  
Figure 3-1: The figure on the left illustrates the shift in the market equilibrium when the demand increases (from D1 to 
D2) while supply (S) remains constant. The figure on the right shows the shift in the market equilibrium when the 
supply increases (from S1 to S2) while the demand (D) remains constant. 

 

Metals are physically related to each other in terms of production and consumption. On one hand, 
since most of the metals occur together in mineral deposits, they are very often mined together. On 
the other hand, metals are almost always used together in order to manufacture any end-use product 
due to their different characteristics which serve different purposes in the product. Therefore, the 
behaviours of the metal prices which are either jointly produced or jointly consumed are 
theoretically explained in this chapter. 
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3.1 Joint production of metals3 

In general, metals that are jointly produced can be divided into three categories, namely the primary 
metal, co-product and by-product. The price relationships of the metals can be systematically 
deduced based on these classifications. In addition to that, the relationships can further be 
categorized according to the proportionality of the prices. In economics, the terms substitutes and 
complements are usually used for this purpose. However, since these terms are more commonly 
used in explaining the relationship in terms of the consumption, the terms directly proportional or 
inversely proportional is used in this thesis when explaining joint-production effects. Prices which 
are directly proportional means that they move in the same direction whereas inversely proportional 
means that when the price of one metal increases, the price of another metal decreases. 

A primary metal is the main product of a mine which has the largest mining volume. In most of the 
cases, its market price alone determines the mining strategy and is responsible for the economic 
viability of a mine (Tilton and Guzmán 2016). Some of the metals that are usually classified as 
primary metals in a mine include iron, copper, aluminium and gold. A by-product is a secondary 
product from the mining process and does not affect the profit-maximizing decision of the 
production and the output of the main product (Brooks 1965). This is owed to the significantly 
smaller production volume and much lower turnovers of the by-products compared to the primary 
metal. By-products are sold, stored or discarded off, depending on the market price and their 
specific operational expenditures (Rankin 2011). The secondary production of bismuth in a lead 
mine is an example of a by-product. The third group of metals, also known as the co-products, can 
somewhat be categorized between primary metals and by-products. Although co-products are also 
recovered as secondary products, they are economically valuable and influence the mining strategy 
regarding the profit maximization production level of the ores (Campbell 1985). Another difference 
between by- and co-products is that the former do not share any operational costs of a mine as this 
is solely borne by the primary metal. On the contrary, co-products share the joint production costs 
with the primary metal (Fizaine 2013; Tilton and Guzmán 2016). One of the most well-known co-
products is molybdenum, which is recovered as a secondary product in a copper mine. 

As previously mentioned, by-products are secondary products and their production is not driven by 
their own demand, instead of the production of primary metals and co-products. This implies that 
the price of a by-product is inelastic to its own prices. Even if the price of a by-product increases 
due to the increase in demand, the productions remains unchanged if the production of the primary 
metal remains unchanged. This means that the price of by-products is driven by the price of their 
respective primary metals and co-products, but the opposite is not true. Co-products on the other 
hand, have the ability to alter the mining strategy, which means that the production of the main 
product is depended on the price of co-products. Unlike by-products, whose production is 

                                                 
3 Some parts of this sub-chapter have been published in (Shammugam et al. 2019b). These contents have been revised 
and editorially amended as part of this thesis.  
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constraint by the output of the primary metal, the production of a primary metal can be increased 
with the increasing price of co-products, until the mine reaches its maximum capacity. This effect is 
illustrated in Figure 3-2 as previously explained by Shammugam et al. (2019). Therefore, it can be 
deduced that the price of primary metals is driven by the price of co-products and vice versa.  

 

  

Figure 3-2: Supply curve of a by-product (left) and the supply curve of a co-product (right). C1 and C2 refer to the short 
run constraints whereas Cmax refers to the maximum production capacity of a mine. Source: Shammugam et al. (2019) 

 

In terms of the direction of the relationships, the prices of the metals that are jointly-produced 
should theoretically be inversely proportional to each other. This is mainly caused by the 
overproduction of a metal due to the increased demand for its companion product. For example, as 
the price of molybdenum increases, mine owners will increase the production of copper ores. 
Consequently, this will cause an oversupply of copper, assuming that the demand remains 
unchanged, and ultimately decreasing the copper price. However, this notion is only valid if the 
metals are strictly related via joint-production and not via joint-consumption as well as this might 
change the equilibrium of the relationship. The price relationships between metals that are jointly 
consumed are detailed in the next subchapter.  

In Table 3-1, metals that are found in PV, wind turbines and batteries are paired with their 
respective companion metals in production. Based on this table, metal pairs will be built and tested 
for any dependencies in their prices.  
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Table 3-1: Categorisation of selected metals found in PV, wind turbines and batteries into primary metals, co-products, 
by-products and their companion metals. 

Primary metal Co-Product By-Product Source 
Al - Ga (Nassar et al. 2015) 
Ag Au Zn (Campbell 1985) 
Au Ag Cu (Campbell 1985) 
Cu Mo, Ag, Au Se, Co (Campbell 1985; Ayres et al. 2003; Rankin 

2011; Hustrulid and Bullock 2001) 
Fe  Dy, Nd (Graedel and Nassar 2015) 
Li  K, B (Boryta et al. 2011) 
Ni - Cu, Co (Rankin 2011; Nassar et al. 2015) 
Pb Zn, Ag Cu (Rankin 2011; Nassar et al. 2015; Hustrulid 

and Bullock 2001; Campbell 1985) 
Zn Ag, Pb Cd, In, Ge, Ga (Rankin 2011; Nassar et al. 2015; Campbell 

1985; Hustrulid and Bullock 2001) 

 

 

3.2 Joint consumption of metals4 

In order to derive the theoretical relationship between the prices of metals that are jointly 
consumed, the terms complements and substitutes have to be understood. Substitutes in demand 
refer to a competing relationship between two metals. This means that if the demand for one metal 
increases, the demand for the other decreases. As an example, silver has been historically used for 
electrical contacts in c-Si PV modules. However, since the price of silver is significantly higher than 
any other metal in a c-Si module, research activities are being conducted in order to replace silver 
with a much cheaper metal, such as copper. Therefore, in the long run, the demand for silver in PV 
will decrease upon being substituted by copper, which in turn will lead to an increase in copper 
demand. Therefore, silver and copper can be categorized as substitutes in demand in the long-run. 
Hypothetically, substitutes should have an inversely proportional price relationship. In the previous 
example, the price of copper should increase due to the increasing demand whereas the price of 
silver should decrease, given that every other variable such as production and the demand in other 
end-products where the metals are used remains constant.  

Complements, on the other hand, refer to metals that are used together in a product and are not 
substitutable. Nickel and cadmium are a good example of this. Almost 75 % of the global cadmium 
demand is used for manufacturing nickel-cadmium (Ni-Cd) batteries (USGS 2018). Since both 
metals are important for the functionality of the batteries and are not easily substitutable, nickel and 
cadmium are considered complements in demand. Therefore, if the demand for Ni-Cd batteries 
increases, the demand for both nickel and cadmium will simultaneously increase, given that 
production remains constant. Therefore, metals that are complements in demand should 
hypothetically have a directly proportional price relationship.  
                                                 
4 Some parts of this sub-chapter have been published in (Shammugam et al. 2019b). These contents have been revised 
and editorially amended as part of this thesis. 
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However, the relationships between metal prices cannot be defined straightforward in reality. This is 
owed to the fact that unlike joint-production, where the conditions are binary (two metals are either 
jointly-produced or not), the definition of joint-consumption depends very much on the level of 
consumption aggregation. As an example, Ni-Cd batteries have a competing relationship with lead-
acid batteries. Therefore, both nickel and cadmium can be classified as substitutes of lead. However, 
if one aggregates different battery types into one field of consumption, say electricity storages, then 
both types of batteries are considered complements. Therefore, any hypothesis regarding the price 
relationships of metals that are jointly-consumed has to be made relative to a predefined aggregation 
level of consumption. In this thesis, the joint-consumption of metals is considered for the end-
products of PV modules, wind turbines and batteries particularly. However, the analysis is also 
extended to a higher level of aggregation to investigate where a joint implementation of these 
technologies in Germany will have a simultaneous effect on metal prices.  

In general, prices of jointly-produced metals should have an inversely proportional relationship 
whereas joint-consumption would lead to a proportional relationship between metal prices. 
Nonetheless, this only holds if the metals are either strictly jointly-produced or consumed. If two 
metals are related in production and consumption at the same time, then a clear sign cannot be 
imposed. For instance, silver and copper are both jointly-produced (Campbell 1985) and used in 
electronic applications such as in capacitors and electrical switches (Thomson Reuters and The 
Silver Institute 2018; ICSG 2017). An increase in demand for electronic devices will consequently 
increase the demand for both copper and silver. Therefore, an increased production in a copper 
mine will not lead to an oversupply of silver, since its demand increases as well, thus moving the 
price of both metals in a similar direction. However, this will not be true if the substituting 
relationship between silver and copper in the joint production is significantly stronger and 
overwhelms the equilibrium provided by the simultaneous joint-production and consumption.  
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4 Literature review 

Based on the research questions, three main literature streams are looked into in detail within the 
framework of this thesis. In the first section, the estimation of material demand and the 
corresponding bottleneck risks of PV, wind turbines and batteries for stationary storages and electric 
vehicles (EVs) are discussed. The second literature stream is the relationship between metal prices. 
Within this context, the application of Granger-causality test in determining the price relationships 
between metals are analysed. This is followed by a more detailed discussion of literature sources that 
investigated the effects of joint production and joint consumption on metal prices. Last but not 
least, the vector-autoregressive (VAR) analysis of metal prices completes the literature streams 
analysed. Based on the literature review, research gaps in each literature stream are identified, which 
serve as the basis in formulating the research design in the succeeding chapter for further analysis. 

 

4.1 Raw material demand in renewable energy technologies 

 
4.1.1 Photovoltaics 

PV modules are by far the most-researched renewable energy technology in terms of the material 
demand and availability due to the utilization of various critical metals. One of the earliest empirical 
analysis was conducted by Andersson et al. (1998), in which the authors compared the cumulative 
material demand of a complete market capitalisation by thin-film modules until 2100 to the known 
reserve levels and production rate at that time. Their results indicated that indium is the most critical 
metal, followed by tellurium and germanium. One year later, the lead author released another paper 
(Andersson 2000), in which he argues that the short term deployment of thin-film modules until 
2020 will not be constraint by the metal availability, but rather by the increasing metal prices. 
Majority of studies thenceforth focused on the bottleneck or supply risk faced by critical metals in 
PV modules. For example, Zuser and Rechberger (2011) analysed the global demand for selected 
metals in c-Si, a-Si, CdTe and CIGS modules. Total installed capacity in 2040 is assumed to be 
between 5908 and 8368 GWp. Upon comparing the total demand with the reserve levels from 2010, 
tellurium and indium are identified as critical whereas silver is concluded to be critical in terms of 
production since more than 50 % of the annual production would be required to fulfil the maximum 
annual demand. Feltrin and Freundlich (2008) also reported possible bottleneck risks of tellurium 
and indium which could prevent a global large scale deployment of CdTe and CIGS. Helbig et al. 
(2016a) investigated the supply risks of the metals present in thin-film modules using several other 
indicators than the physical availability, such as concentrations and political risks. Using a weighted 
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average of the indicators, the authors reported that indium has the highest supply risk, followed by 
gallium, molybdenum and tellurium. On a technology level, CdTe has therefore a slight advantage 
over CIGS due to the utilization of less risky metal.  

Furthermore, Kavlak et al. (2015) investigated the metal production requirements for the 
deployment of PV modules until 2030. Their study was focused on the demand of critical metals in 
CdTe and CIGS modules, as well as silicon in c-Si modules for global cumulative installed capacities 
ranging from 720 to 5500 GWp in 2030. The authors compared the required production growth rate 
of the metal demands with the historical growth rate in order to test the feasibility of achieving the 
cumulative installed capacities. The central take away from this paper is that indium, tellurium and 
selenium will not be able to keep up with the required growth in production. On the contrary, c-Si 
modules are reported to be able to contribute to 100 % of the global electricity production from PV 
since silicon is not subject to any constraints. However, the validity of this message would have been 
much stronger if the authors considered other metals in c-Si modules, especially silver, in order to 
identify any possible bottleneck risk. As an example, Kleijn et al. (2011) investigated the material 
requirement for mono c-Si modules in order to achieve the electricity mix in 2050 according to the 
IEA Blue Map Scenario (IEA 2010). The authors estimated that the demand for silver in 2050 will 
reach up to more than 44 % of the current global production level, which will certainly face strong 
competition from other end-use of silver. 

On the contrary to the above studies, Candelise et al. (2011) came to the conclusion that the global 
deployment of thin-film PV modules will be constraint by the availability of neither tellurium nor 
indium. The authors argue that only at a very conservative assumption, i.e. complete market 
dominance by thin-film modules, will there be any supply risk. The authors’ main critic on other 
studies is that the estimates of future availability of materials are not robust and contains high 
uncertainties that overestimated the bottleneck risks. However, no empirical evidence is given by the 
authors to support this view, as this notion was derived subjectively based on a review of existing 
literature at that time. A similar statement was also made by Fthenakis (2009), who analysed the 
sustainability and material requirement of a large scale deployment of thin-film PV cells. The authors 
showed that the installation of manifold cumulative installed capacity is possible without any 
bottleneck risk, given that the manufacturing process is improved and more importantly, a sound 
recycling process of old modules are established. An interesting take on this subject matter was 
provided by Raugei and Fthenakis (2010) by analysing the global cadmium flows and emissions due 
to the deployment of CdTe PV modules in the future. The authors estimated that over 2.4 kt of 
cadmium will be required in 2050 alone, which is derived upon the assumption that the efficiency 
will be 16 % and the specific material demand to be 54 g/kWp in 2050. Although no scarcity 
analysis was conducted, the authors argue that the increased use of CdTe PV modules is beneficial 
to the global environment due to the utilization of cadmium as by-products from the production of 
zinc ores, which will otherwise be discarded.  



 

34 
 

While the above studies analysed the global demand of metal, there are only very few studies on the 
material requirement on a national scale. One of the more prominent studies is by Goe and Gaustad 
(2014), who analysed the possible criticality of 17 different metals relevant for the development of 
PV in the US. The analysis was carried out based on a multi metric criticality analysis that involved 
several economic and environmental criticality indicators, which however does not take the 
increasing metal demand into consideration. Germanium, indium, tin and silver were identified to be 
the most critical metals. In terms of Germany, a similar analysis was done by Erdmann et al. (2011), 
which in addition to PV, also considered a wide range of clean technologies. The authors identified 
gallium, germanium and indium as the most critical metals for the development of PV in Germany. 
Viebahn et al. (2015) on the other hand, analysed the material requirements and bottleneck analysis 
for the deployment of renewable technologies, among others c-Si and thin film modules. Their 
results show that indium, gallium, selenium and tellurium face a possibility of bottleneck risk, 
assuming that the annual production and available static reserves be fairly allocated to Germany 
according to the share of the population.  

Based on the majority of the publications reviewed in this sub-chapter, it can be concluded that thin-
film PV modules are more likely to face a supply risk than the c-Si modules in the future due to the 
criticality of various metals such as tellurium, indium, gallium and germanium. However, there are 
also several studies that propose that the supply risks of metals in PV modules can be mitigated via 
improved manufacturing process and an efficient recycling process.  

 

4.1.2 Wind turbines 

Since the majority of a wind turbine consists of bulk metals such as steel and cast iron, the research 
on the material demand for future deployment has been focused on the use of REE in the PMs of 
the generators. Buchholz and Brandenburg (2018) analysed the trends of the demand and supply of 
neodymium and dysprosium in wind turbines to fulfil a global energy transformation process. The 
authors estimated that by 2035, the total demand for both metals in wind turbines will account for 
one third and one-quarter of the current global production level, respectively. They further 
mentioned that the German manufacturing industry especially, which heavily relies on raw material 
imports, should invest in improving its local recycling and refining sectors in order to be better 
prepared to face possible supply chain challenges in the future. Besides that, Viebahn et al. (2015) 
analysed the neodymium and dysprosium availability for the deployment of wind turbines in 
Germany based on 6 different drive train concepts, which includes the innovative high-temperature 
superconducting generators. They reported that both metals are critical relative to the current 
production level. When compared to the static reserve levels, only dysprosium remains critical.  

Besides that, Lacal-Arántegui (2015) investigated the material requirements of generators for future 
wind turbines and suggested that active substitution measures of REEs in the permanent magnets 
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should be undertaken for sustainable development. The bottleneck risk of neodymium and 
dysprosium has also been previously reported by, but not limited to, Buchert (2011), Moss et al. 
(2013), McLellan et al. (2016) and Dutta et al. (2016). Contrary to these studies, Watari et al. (2018) 
detected no bottlenecks for neodymium and dysprosium in terms of the cumulative demand in wind 
turbines. This result was obtained under the assumption of 25 to 50 % market share of wind 
turbines with a permanent magnet for the globally installed capacities proposed by IEA (2017). One 
of the main contributors to the mitigation of bottlenecks is the assumption of a closed-loop 
recycling. In fact, the authors further argue that if any supply risk is to occur, it will be in the form of 
production constraint due to the sharp increase in demand, and not the reserve availability. 

In terms of a more detailed analysis on a national level, Wilburn (2011) investigated the material 
requirements for onshore turbines in the US until 2030 without any differentiation between the 
drive trains or changing size of the turbines. Assuming that wind turbines provide 20 % of the 
electricity produced in 2030, the demand of all bulk metals such as copper and steel will be less than 
3 % of the current total consumption of each metal. Furthermore, the main supply risk in terms of 
REE is a possible export restriction by China. For Germany, apart from Viebahn et al. (2015), who 
as mentioned earlier investigated the REE requirements, Zimmermann et al. (2013) provided by far 
the most comprehensive study on the material demand due to the future deployment of wind 
turbines. The authors conducted a detailed analysis of turbine upscaling and accounted for 
additional material requirements due to premature decommissioning and component exchanges. 
Nonetheless, only three different drive-trains were considered, which do not cover the entire 
German market, and no bottleneck analysis was conducted on the estimated material demands.  

Most of the bottleneck risks in the literature are conducted based on the comparison of demands to 
the reserve levels at the time of the research. However, reserve levels gradually increase in general 
mainly due to the discovery of more reserves and more importantly, reclassification of resources as 
reserves due to improvements in the mining techniques and increasing metal prices. Therefore, 
comparing the estimated demand with current reserve levels can lead to an overestimation of the 
bottleneck risks. To improve this, Habib and Wenzel (2016) proposed a dynamic approach, in which 
the cumulative demand is compared to the reserve base of a metal. This methodology was applied to 
assess the reserve depletion of REEs, iron and copper for direct-drive wind turbines. In this thesis, 
this approach is applied to all technologies to assess the bottleneck risks under the assumption of 
increasing reserve levels. 

Based on the review of published works in this sub-chapter, it can be concluded that the research on 
material availability for wind turbines is dominated by REEs in particular. A great number of studies 
indicated that a large scale deployment of wind turbines with PMs will consequently lead to the 
supply risk of REEs. Similar to the findings related to PV, several studies do mention that an 
efficient recycling process can contribute to mitigating the risks.  
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4.1.3 Batteries 

The availability of lithium on a global scale for EVs has been previously analysed by Narins (2017). 
The author argues that the global transition towards EVs will not be constraint by the availability by 
lithium mainly owed to the abundant reserves and resources that will be available in the future due 
to improvements in extracting methods and strong support from government actors. On top of 
that, the demand growth will be slowed down by the substitution of lithium with other non-critical 
metals such as zinc. Therefore, the authors claim that if a supply risk were to occur, it will merely be 
a logistic one and not related to the physical availability of the metal. Speirs et al. (2014) analysed the 
future demand for lithium according to the Blue Map and Blue EV shift scenarios from the IEA 
(2010) and analysed it with respect to the future development of global lithium production. 
Although their results show that the future demand far outweighs the supply in the future, the 
authors argue that there is no strong evidence that the production cannot be increased more 
aggressively in order to meet the future demand, since estimated resource levels outweigh the 
cumulative demand of lithium. Similarly, Kushnir and Sandén (2012) conducted a dynamic material 
flow analysis to investigate possible constraints by lithium until 2100. The authors argue that the 
lithium resources, especially when taking the brine and ocean resources into account will not be 
exhausted by a large scale deployment of EVs. The possibility of a bottleneck can further be reduced 
if the batteries are recycled. Further studies that also investigated the availability of lithium include 
Yaksic and Tilton (2009), Gruber et al. (2011), Grosjean et al. (2012) and Vikström et al. (2013). 

In addition, the importance of recycling and material substitution in batteries has been previously 
analysed by Dewulf et al. (2010), who determined the impacts of recycling cathode materials of Li-
Ion batteries on natural resources saving. They compared the material demand using scenarios with 
and without recycling and modelled the entire material flow using a life-cycle-assessment. Although 
results indicated that recycling cannot shift the production to independency of virgin material 
demand, it could however reduce the virgin supply by more than 50 %. In addition to that, 
Månberger and Stenqvist (2018) investigated the supply risk of battery-related metals under various 
technological and recycling scenarios until 2060. The results indicated that the cumulative demand 
for lithium and cobalt will exceed the currently known reserve levels in the majority of the scenarios. 
Although recycling of batteries does reduce the primary metal demand, it does not completely 
remove the supply risks in the related scenarios. Sommer et al. (2015) emphasized on the need for 
recycling batteries as they conducted a material flow analysis to estimate the amount of cobalt that 
can be extracted from old nickel-metal hydride (NiMH) and portable Li-Ion batteries. They 
estimated that in 2011, approximately 325 t of cobalt was disposed of with waste electrical and 
electronic equipment, which includes batteries. On a different note, Vaalma et al. (2018) analysed the 
potential of Na-Ion batteries in reducing cost and supply risks of Li-Ion batteries. Considering 
current battery topologies, lithium and cobalt will face scarcity problems until 2050. When taking 
extreme material efficiency measures for future battery designs into consideration, only the demand 
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for cobalt is reduced significantly. However, the authors argued that substituting lithium with 
sodium is only economically beneficial if lithium is facing a supply shortage and an increased price. 

On a much smaller scale, Miedema and Moll (2013) analysed the requirement and availability of 
lithium for the electrification of the vehicle fleet in the EU-27 until 2050. Plug-in hybrid electric 
vehicle (PHEV) is assumed to contribute up to 75 % of the market in 2050 while full battery electric 
vehicle (BEV) takes up the rest. Interestingly, the authors also considered the substitution of lithium 
in the production of glass and ceramic with less critical metals and allocated the supply to Li-Ion 
batteries in the future. By means of a dynamic flow analysis and a consideration of closed-loop 
recycling, the total demand is then estimated. Results showed that the lithium demand required for 
the complete electrification of passenger vehicles is considerably high, that one-fifth of the annual 
global production is needed at certain years. Considering the fact that EU-27 does not even produce 
enough lithium to satisfy this demand, the authors stated their scepticism of a large scale 
development of BEVs in the EU. Instead, they called for the adoption of PHEV in the middle-term, 
due to the smaller lithium requirement and the ability to reduce the lithium supply risks, but not 
completely removing them. Similar analysis on EU level was also conducted by Simon et al. (2015), 
who analysed the requirements of lithium, cobalt, nickel and manganese for EV until 2050. Their 
results show that cobalt faces a severe supply risk even without considering the demand for Li-Ion 
batteries due to the low reserve and production levels. While other metals are found to be not 
critical, lithium and nickel become critical once a closed European market and their respective 
reserves only in the EU are considered. In terms of Germany, Viebahn et al. (2015) analysed and 
ascertained the bottleneck risk of vanadium, assuming that the entire need for stationary storages in 
Germany is satisfied by vanadium redox flow batteries. 

In conclusion, most of the studies reviewed regarding the supply risks of metals related to batteries 
suggest that lithium and cobalt will most likely face supply constraints in the future, whereas nickel 
and vanadium are identified as critical in certain studies. Similar to PV and wind turbines, the studies 
on batteries also emphasize the importance of recycling in reducing the supply risks.  

Based on the studies reviewed in chapter 4.1 regarding PV, wind turbines and batteries, several 
research gaps could be identified. To begin with, the majority of the studies reviewed in the previous 
sections only focus their analysis on a selected group of metals, especially REEs and critical metals. 
Furthermore, the research boundaries for each technology are relatively small. This leads to the 
omission of infrastructures, which are essential in ensuring the functionality of the technologies, 
such as the inverters and balance-of-system (BOS) in PV as well as control electronics in wind 
turbines and batteries. Therefore, this thesis aims at improving the findings in the literature by 
considering a broader research boundary and conducting a comprehensive analysis of all involved 
metallic elements in the technologies.  

Overestimation of the bottleneck risks is another shortcoming in the literature that is addressed in 
this thesis. There are two main factors that contribute to this. Firstly, the demand is often estimated 
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for the complete market dominance of a critical technology. This is improved in this thesis by 
carefully projecting future market shares of a wide range of sub-technologies based on sound 
economic and technical arguments as well as expert interviews. Therefore, potential bottlenecks that 
are presented and discussed in this thesis represent a more realistic demand rather than the 
theoretical worst-case scenario. Secondly, the demand is often compared to the static production 
and reserve levels. This shortcoming is improved in this thesis by complementing the static analysis 
with a dynamic analysis as proposed by Habib and Wenzel (2016). Furthermore, the potential of 
closed-loop recycling in easing bottleneck risks are also discussed to combat the issue of 
overestimating potential risks. Additionally, the results in this thesis contribute to the assessment of 
metal demand for Germany, which is relatively scarce in the literature. On the other hand, the 
methodology for each technology coupled with country-specific assumptions and input parameters, 
can be applied to other countries in order to analyse their demand and bottleneck risks.  

Another research gap in the literature is the cross-relationship between the technologies. Although 
studies such as Månberger and Stenqvist (2018), Buchholz and Brandenburg (2018) and Viebahn et 
al. (2015) analysed the demand for various technologies within a system, the implications of metal 
use between the technologies were not analysed. The question remains if the use of common metals 
in various technologies would lead to a symbiotic or antibiotic relationship. This is made possible in 
this thesis by analysing the full range of metals in the technologies, as a comprehensive picture of all 
involved metals and their interconnection between the technologies can be established. Last but not 
least, the possibility of an economic constraint of the raw materials has been relatively 
underrepresented in the existing literature, since most of the studies have been emphasizing on the 
supply availability of the raw materials. This thesis contributes to this discipline by investigating the 
price relationships and the market mechanisms, such as the price impacts due to changes in the 
supply and demand equilibrium of metals relevant to PV, wind turbines and batteries.  

 

4.2 Price relationship between metals  

In answering the second research question, three literature sub-streams are looked into detail, which 
deals with the price relationship between metals. The first sub-stream is the Granger-causality of 
metal prices. Granger causality has been widely applied in economics to investigate causality between 
economic time-series. One of the main reasons for the prominence of this methodology is the 
simplicity (Hu et al. 2012) and the ability to identify directional influences of variables purely based 
on the data-driven methodology without any prior knowledge on the subject matters (Beharelle and 
Small 2016). The tendency for metal prices to move in a similar trend may be due to the effects of 
markets reacting in a similar way to the same information (Buti and Sapir 1998). Two of the most 
common ways of how metals are related and react to the same information are via joint-production 
and joint-consumption. Therefore, the literature regarding the price relationship between jointly 
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produced and consumed metals are reviewed as the second and third sub-stream of literature in this 
section. 

4.2.1 Granger-causality between metal prices 

Studies on causality have been pioneered by works like Tinbergen (1951) and Simon (1952). One of 
the most widely used methodologies to causality testing is the Granger-causality test (Granger 1969). 
This approach has been previously applied, for example, by Chan and Mountain (1988), who 
analysed the causality between the prices of gold and silver. The authors reported that the gold price 
is a useful determinant in improving the predictability of silver prices. Ciner (2001) and Krawiec and 
Górska (2015) obtained similar results in their analyses. The latter study also additionally identified 
causal relationships between silver-platinum and silver-palladium prices using monthly data between 
2008 and 2013. Escribano and Granger (1998) used monthly data between 1971 and 1990 to test the 
long-run relationship and the impact of a financial bubble between 1979 and 1980 on the 
cointegration nature between gold and silver prices. The authors established the possibility of 
causality running from log gold price towards log silver prices before the bubble.  

There are several variations to the classical Granger-causality test. The approach proposed by Toda 
and Yamamoto (1995) is one of the more widely applied approaches which overcomes some of the 
shortcomings of the conventional Granger-causality test (Dolado and Lütkepohl 1996). The 
differences between both approaches are detailed in chapter 5.2.3. The Toda-Yamamoto approach 
to Granger-causality testing has been previously applied by Śmiech and Papież (2012), who analysed 
causality between the monthly prices of gold, silver, platinum and copper for the period from 2000 
to 2012. The authors reported causal links flowing from copper price to the other metals until 2003. 
Beyond this time period, the dynamics of the relationship changed as platinum became the 
significant driver of other prices. A causality involving platinum price was also reported by Jain and 
Ghosh (2013), who analysed the causality of gold, platinum and silver prices in India together with 
the exchange rate and oil price. The authors used daily nominal prices between 2009 and 2011 due 
to the unavailability of the consumer’s price index. A bi-directional causality relationship is 
established between gold and platinum prices, which were explained by the use of platinum as an 
alternative investment commodity to gold in India. Similarly, Mishra (2014) also focused her analysis 
on the Indian market by analysing the causality between gold prices and capital market movement 
for the period of 1978 to 1979 and 2010 to 2011, conditioned by the wholesale price index of India. 
A bi-directional causality was identified, which shows that gold and capital investments are equally 
sought after during the capital market crisis.  

On a much broader scale, Chang et al. (2013) applied the Toda-Yamamoto approach to analyse the 
inter-relationships among gold prices on the markets in London, New York, Japan, Hong Kong and 
Taiwan using daily prices between 2007 and 2010. Interestingly, the authors not only tested one 
VAR model with all of the variables but segmented their analysis by focusing on different regions, 
such as markets in Asia, western countries and a mixture of both regions. Their results show that the 
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gold price in New York is the most dominant driver as significant causality flows to other markets in 
all combinations of variables in the VAR models. On the contrary, the price of the Japanese market 
has the weakest predictive power since most of the gold is imported into Japan, which causes their 
price to be highly depended on foreign markets. Basoglu et al. (2014) focused their causality analysis 
on all non-ferrous metals traded at the London Metal Exchange (LME) using daily price series for 
the period of 2000 and 2013, fuelled by the motivation to propose risk mitigation strategies for 
traders at the LME. Some of the more notable results are the existence of causality flowing from 
aluminium to copper, lead to nickel as well as from copper to lead and to nickel. 

Based on the literatures that have been reviewed in this section, it becomes noticeable that most of 
the analyses involve either precious or industrial metals. Historically, the focus on these metals has 
been driven by their nature as financial assets or economic importance to the industry, which is in 
close relation to macroeconomic factors such as the inflation rate (Ghosh et al. 2004) and growth of 
GDP (Binder et al. 2006). However, causality analysis involving minor metals are equally important 
due to increased use in emerging technologies. Therefore, the knowledge regarding price 
dependencies between metals that are relevant to renewable energy technologies is necessary in 
order to be able to anticipate price changes to ensure an economic large-scale deployment of the 
technologies in the future. This thesis aims to contribute to this research gap by systematically 
analysing the causal relationships between metals in renewable energy technologies with respect to 
their nature of production and consumption. 

 

4.2.2 Price relationship of jointly-produced metals 

One of the pioneering works in the field of joint-production of metals is the study regarding the role 
of co-products in stabilising the economic feasibility of the metal mining industry in the US by 
Campbell (1985). The author used the non-parametric sign test to investigate whether the price 
movements between metals in a particular direction are significantly different from a random 
movement. According to the results, co-products do add economic stability to a mine in the short-
term. This effect is weakened in the long-run for metals involving lead, zinc, silver and gold. Ever 
since however, the research on the price relationship between jointly-produced metals never really 
took off. The reason for this, as mention by Fizaine (2013), is the insignificant role of by-product 
metals in the past global economies and lack of data. However, as the use of minor metals in key 
technologies began to intensify, the research in that field also began to grow at the beginning of the 
last decade. An example of such a study was conducted by Kim and Heo (2012), who found that the 
price of zinc between 2004 and 2011 Granger-causes the price of its by-products, namely cadmium 
and germanium. Besides that, the authors also found evidence of a causal link flowing from copper 
to selenium. Another frequently cited study in this field is the work of Afflerbach et al. (2014), who 
conducted a simple regression analysis to test the price correlation of primary products and their 
respective by-products. According to their results, significant relationships exist between tin-copper 



Literature review
 

41 
 

and germanium-zinc, whereas weak relationships were identified between aluminium-gallium and 
cobalt-nickel.  

Besides that, Farrow and Krautkraemer (1989) analysed the price changes of silver, lead and zinc 
that are produced together in a mine and their respective impacts on the ore quality selection. The 
authors discuss the economic feasibility of varying the ore grades in a mine in anticipation of the 
price movements. Similarly, Osanloo and Ataei (2003) also propose ways to optimize the extracted 
ore grade in a multi-metal deposit order to maximize the total net present values of the mine. Last 
but not least, Redlinger and Eggert (2016) analysed the price volatility of by-products with respect to 
primary metals over the past 50 years using regression analysis. Their results show that by-products 
tend to have, on average, more than 50 % higher price volatility than primary metals, with metals 
such as cadmium, vanadium, indium and selenium showing some of the highest volatilities.  

Jordan (2018) provided a sound comparison of the literature involving joint-production of metals. 
According to his findings, it can be seen that a large number of studies focus on the demand 
constraints and availability of by-products. Interestingly, most of the studies also reported that 
supply will highly likely to be constraint by the prices rather than the availability of the metals, which 
strengthens the need for the deeper analysis of the price relationship between metals. Furthermore, 
previous studies were conducted using limited sets of metals and were often carried out using 
qualitative, analytical or even simple statistical approaches such as correlation or sign test. A 
consistent causality analysis using the improved Toda Yamamoto approach among jointly-produced 
metals is unavailable, to which this thesis is able to contribute. 

 

4.2.3 Price relationship of jointly-consumed metals 

The price relationship between jointly-consumed metals is much more underrepresented in the 
literature than its counterpart. The possible existence of a relationship between jointly-consumed 
metals has been previously mentioned by Jerrett and Cuddington (2008), who analysed the price 
trends and cycles of steel, iron and molybdenum. According to the authors, the possibility of similar 
trends in the prices of these metals due to a demand shock is significantly higher than a supply 
shock. In agreement to that, Rossen (2015) and Pradhananga (2016) also stated that a demand shock 
can be transmitted to the companion metals and that metals that share common application field 
may have a co-movement between their prices. Furthermore, Fizaine (2013) hypothesized that a co-
integrating relationship might be present between metals that share a same field of consumption and 
that the balance ratio of the demands of two metals in a product is a key driver in determining the 
market price. Although these studies did mention the possibility of significant relationships between 
the prices of jointly-consumed metals, substantial empirical evidence was not provided to support 
their arguments. Therefore, this thesis aims at contributing to this research gap by providing some 
empirical evidence to support the views of these studies. On a different note, Kim and Heo (2012) is 
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the only study that analysed the Granger-causality between metals that are found in renewable 
energy technologies to the best knowledge of the author. However, the focus of their analysis was 
only the metals found in solar cells. The inter-dependency of metal prices between different 
renewable energy technologies is a huge gap in the literature, to which this thesis also aspires to 
contribute.  

 

4.3 VAR analysis of metal prices 

The short and middle-term effects of the changing demand on the commodity price can be 
investigated by forecasting the commodity price in relation to other related economic variables. As 
mentioned by Chen et al. (1991), there are generally two approaches in the field of forecasting 
microeconomic properties of commodities, namely the intensity of use and the econometric 
approach. The former approach gained momentum in the literature when applied by Malenbaum 
(1973), who forecasted the material requirements in the US in 2000. The core principle of this 
approach is the assumption that the intensity of use of metals and the income of a country has a 
relationship according to the Kuznets curve (Leontief 1983). This assumption was empirically 
proven by Tilton (1989), who established this relationship by analysing the trends in metal demand 
and GDP with respect to the mining activities in North America. Studies such as McKay (2008) and 
McKay et al. (2010) have applied this approach to forecast steel prices in selected countries. 
Although this approach has been proven and applied in the past, it remains however, inferior to the 
econometric methods of forecasting, which is a more common practice in the current literature. One 
of the most widely used econometric approaches in analysing the interdependencies between 
economic variables as well as the short and long-term evolution of the variables forecasting is the 
vector autoregressive (VAR) analysis. The ability of a multivariate VAR model in improving the 
predictability of commodity prices has been previously ensured by Gargano and Timmermann 
(2012). Since commodity prices are strongly affected by macroeconomic variables (Borensztein and 
Reinhart 1994; Frankel and Rose 2010), the VAR models involving commodity prices are often 
complemented by macroeconomic variables. Some of the examples of the application of the VAR 
analysis in investigating commodity variables are Kilian and Park (2009) and Kang et al. (2016), who 
analysed the influence of macroeconomic variables on the oil price.  

The VAR analysis in investigating metal prices has been previously applied by Eryiğit (2017), who 
investigated the short-term price relationship between the prices of palladium, platinum, gold and 
silver between 1990 and 2014. By conducting a Granger-test as part of the structural analysis, their 
results indicated that a short-term correlation is present between gold-silver, gold-platinum and 
silver-palladium prices. Similar methodology was also used by Mutafoglu et al. (2012), who 
employed a VAR model to test the relationship between trader’s positions and market returns of 
gold, silver and platinum. The analysis was done for two different time periods determined using a 
generalised structural break test with unknown break points. The subsequent Granger-causality 
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analysis showed that while the traders’ positions have a slight causal effect on the returns during the 
pre-break period, no significance could be detected during the post-break period, as only extreme 
positions were identified to have some predictability power on the market returns. In Labys et al. 
(1999) the authors determined the impact of macroeconomic influences on LME metal price 
fluctuations using a dynamic factor analysis. In addition to that, Soytas et al. (2009) examined the 
effects on the Turkish interest rate, domestic spot gold and silver price by the world oil price and 
found that that the oil price has no predictive power over the aforementioned local economic 
factors in Turkey. 

Besides Granger-causality, the impulse response function (IRF) and the forecast error variance 
decomposition (FEVD) are further tools to conduct a structural analysis within a VAR analysis. This 
approach has been applied, for example in Lee and Ni (2002) and Mork (1989), to investigate the 
effects of oil price shocks on the demand and supply in various industries. In Dotsey and Reid 
(1992), the authors used a VAR model and IRF to show that federal fund shocks can be a good 
predictor of economic outputs. In terms of the application of these approaches to analyse metal 
prices, Akram (2008) investigated the impact of real interest rates and the US dollar on commodity 
prices using a structural VAR model. The authors conducted a structural analysis of the model by 
inducing shocks to the macroeconomic variables. The corresponding effects on the commodity 
prices were analysed using IRF and FEVD. The results indicated that shocks on both variables do 
have a substantial effect on commodity prices. Besides that, Xiarchos (2005) investigated the 
relationship between the price of primary steel and the price of scrap. The IRF and FEVD were 
conducted to investigate how the volatility in either variable can be transmitted between them. Based 
on the results, the author established that the change in steel scrap prices significantly affects the 
changes in primary prices, and that the variability of prices is strongly transmitted to each other. 
Similarly, Antonakakis and Kizys (2015) used weekly spot price of gold, silver, platinum and 
palladium dating from 1987 to 2014 to analyse the dynamic transmission as well spillover effects of 
returns and volatilities of the prices. The authors set up a reduced VAR model with 9 variables, 
which, apart from the prices of aforementioned metals, includes the oil price as well as the exchange 
rates between of EUR/USD, GBP/USD, JPY/USD and CHF/USD. The spillovers were then 
estimated using the FEVD. According to their results, the gold price is the main contributor of 
return and volatility spillovers to the other investigated metals and that the information regarding 
gold, silver and platinum can be used to improve the predictability of the volatility of palladium 
prices. Similar research involving spillover effects have also been done by Kang et al. (2017) and 
Diebold and Yilmaz (2012). Other studies that apply IRF and FEVD to investigate the implications 
of a shock on one economic factor on other macroeconomic variables are Lee and Ni (2002), Mork 
(1989), Dotsey and Reid (1992) and Anzuini et al. (2012). 

Majority of the literature mentioned in this section only considers the impact of macroeconomic 
variables on metal prices. The effect of increasing demand for metals has not been analysed in detail, 
although the framework of the VAR analysis enables such an investigation. In addition to that, one 
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of the biggest gaps in the literature is the analysis of the increasing metal demand due to large scale 
deployment of renewable energy technologies on metal prices. This analysis is of utmost importance 
for the technologies since metal prices contribute to a significant share of their end prices. The only 
study, to the best knowledge of the author, who investigated the impact of renewable energy 
technologies on metal prices is Mo and Jeon (2018), who used a vector error correction model 
(VECM) to analyse the impact of increasing demand for batteries in electric vehicles on the prices of 
cathode metals in Li-Ion batteries. Their results show that cobalt prices are the most sensitive to the 
impact of changes in EV demand. However, their analysis only considered one particular type of Li-
Ion battery (NMC 1:1:1). In this thesis, the total demand of various sub-technologies from PV, wind 
turbines and batteries will be used to analyse the impact on prices and evidently contributing to 
closing this gap in the literature.  
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5 Research design  

Based on the findings from the literature review, the research design of this thesis in answering the 
research questions is formulated and introduced in this chapter. Firstly, two main scientific 
hypotheses are defined, which enables the scientific questions to be tested and answered empirically. 
The hypotheses also lay out the foundation in selecting the applied methodology and relevant data.  

 

5.1 Scientific hypotheses 

In general, this thesis is divided into two main research focuses according to both research 
questions. Correspondingly, two scientific hypotheses (H0) are defined for each research focus, 
based on the findings in the current literature discussed in chapter 4. 

� H0,I : Increasing metal demand from PV, wind turbines and batteries for the deployment in 
stationary storages and electric vehicles in Germany will lead to supply bottlenecks 

� H0,II : Increasing deployment of PV, wind turbines and batteries on a global scale will lead 
to price dependencies between the jointly-consumed metals in the technologies 

 

5.2 Methodology 

There are four groups of methodologies applied in this thesis in order to test the scientific 
hypothesis. As shown in Figure 5-1, the dynamic metal flow analysis and the assessment of material 
availability are used to test the first scientific hypothesis whereas the Granger-causality test and a 
VAR analysis, which includes IRF and FEVD, are applied to test the second hypothesis. The 
detailed explanations of each group of methodologies are provided in the following sections. 

 

 

Figure 5-1: Main groups of methodologies in this thesis 
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5.2.1 Dynamic metal flow analysis 

In order to determine the total metal demand for the deployment of PV, wind turbines and batteries 
until 2050, a dynamic metal flow analysis is conducted. This method has been widely applied in the 
literature to estimate the flows of metals within a predefined temporal or spatial resolution (Park et 
al. 2011). Some of the examples of the application of this methodology include Choi et al. (2016), 
who analysed the flow of indium due to the application in LEDs and GIGS modules as well as 
Elshkaki and Graedel (2013), who conducted the dynamic analysis of the global metals flows and 
stocks in electricity generation technologies. The basic principle of this methodology is that the 
difference between the dynamic inflow and outflow of metal represents the metal stocks in a system. 
The metal inflow can be calculated using the annual installed capacity, specific metal demands and 
the market share of the technologies. The outflow, on the other hand, is represented by the 
decommissioned capacity at maximum lifespan or due to maintenance and repair works. The flow 
chart of the dynamic metal flow analysis applied in this thesis is briefly illustrated in Figure 5-2. 

 

 
Figure 5-2: Flow chart of the dynamic metal flow analysis 

 

5.2.1.1 Metal composition and market development 

The status quo of the metal compositions of investigated technologies is compiled based on various 
sources in the literature. These include scientific studies, life-cycle-assessment (LCA) reports as well 
as manufacturer sheets. The metal compositions of all technologies are then compared and 
contrasted, before deriving the actual values used in the calculations, based on careful consideration 
of the framework conditions of each literature sources. In order to determine the future material 
compositions, material efficiency measures as well as other technological developments of the 
technologies, such as, but not limited to, the development in PV module efficiency, change in wind 
turbines sizes as well as an increase of energy density in batteries are considered. A unified 
methodology to derive the specific metal demand of all technologies is unavailable due to the 
differences in the structure and the operation conditions of the technologies. Therefore, the exact 
methodology and applied data are detailed in chapter 6, 7 and 8 according to respective 
technologies. 

Literature research is conducted to determine the current market shares of the sub-technologies as 
well as to compile proposed market projections from various studies. Based on these projections, a 
development of the future market shares is proposed upon careful consideration of the possible 
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economic and technical development of the technologies and expert interviews. In order to account 
for the uncertainties in the projections, two development scenarios are proposed for each 
technology. The conservative scenario represents a business-as-usual case, in which the most likely 
development scenario of the technologies are described. On the other hand, the alternative scenario 
represents a different technology development case, which can however, still be realised in the 
future under certain market conditions. Detailed justifications for the market share projections of all 
scenarios and technologies are listed in chapter 6, 7 and 8 accordingly. The metal demand is then 
presented as a range between these scenarios, which captures any possible deviations in the 
assumptions with regard to the market share and technical developments of the technologies. 

 

5.2.1.2 Capacity input-output 

The annual installed capacity,  and decommissioned capacity,  where  
denotes a technology, of the transformation pathway is used in the calculations without any 
modification. On the contrary, the long-term and climate protection pathways only provide the 
cumulative capacities,  for selected years until 2050. Therefore,  for each year is 
obtained by linear interpolation between current capacity and The difference between 

and provides the annual installed capacity. The decommissioning of a 
technology is assumed to take place at the end of a year, which means that this capacity will be 
added to the system again in the following year. The installed capacity of a technology in year t is 
hence represented by the following equation. 

 
 , with  (5-1) 

 

Two different approaches are applied in order to determine the decommissioned capacity of the 
technologies. The Weibull distribution is applied to PV and wind turbines whereas the simultaneous 
exit function is only applied to batteries. The Weibull distribution has been widely used in many 
sectors to model the lifespan of various products, mainly due to the versatile fitting characteristics 
and the relatively high precision of lifespan estimation (Smith and Naylor 1987). This approach has 
also been used by (Zimmermann 2013; Laronde et al. 2010a) and Zimmermann et al. (2013) to 
model the lifespan and premature decommissioning of PV modules and wind turbines, respectively. 
It is not uncommon for a technology to constantly undergo maintenance works that need 
component exchanges or even to be prematurely decommissioned before its maximum lifespan. 
There are two main reasons for this. Firstly, the cost of repair might be too high compared to the 
replacement of a technology, especially if the technology is already nearing its maximum lifespan. 
Secondly, spare parts of the malfunctioning components might have been outdated and might not 
be commercially available anymore. Therefore, the Weibull distribution is applied in this thesis in 
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order to model a more accurate life span of PV modules and wind turbines by taking premature 
decommissioning and component failures into account. The probability distribution function of the 
Weibull distribution is shown in equation (5-2), 

 

 

where  represents the shape parameter and λ the scale parameter. The term  denotes the share 
of an installed capacity that fails at time . The shape parameter determines the slope of the 
probability function and is determined in this thesis based on values reported in the literature. The 
scale parameter, which determines the amplitude and the width of the probability function, is 
calculated using the following equation, 

 

 (5-3) 

 

where  represents the average lifespan of a product and  denotes a gamma function. No 
decommissioning or additional metal demand due to repair works are assumed in the installation 
year. In the final year of the lifespan, the total remaining capacity will be decommissioned as it is 
assumed that the technology will be repowered in the following year. This is achieved via equation 
(5-4), where all remaining capacity is set to be decommissioned once the lifespan is achieved. The 
decommissioned capacity at any time  can therefore be calculated as shown in equation (5-5).  

 

 , with 1  i <  (5-4) 

 , with  (5-5) 

 

Although the Weibull distribution provides a more realistic representation of the lifespan estimation 
of energy technologies, this method is not a common practice in energy system modelling, since the 
precision that can be achieved is often not justified by the increase in model complexity and 
computational time. In energy systems models, the total amount of installed capacity in a certain 
year will be discarded completely once the lifespan has been achieved, without any consideration of 
premature decommissioning or component exchanges. This method is known as the simultaneous 
exit function and can be represented by the equation (5-6). 

 

 (5-2) 
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 , with t =  (5-6) 

 

In this thesis, the simultaneous exit function is applied to batteries. Since batteries are undergoing 
massive research and development, no data regarding the Weibull distribution of the calendar 
lifespan or failure rates of batteries can be found in the literature. Studies such as Ossai and 
Raghavan (2017), Harris et al. (2017) and Liu et al. (2016) do apply the Weibull distribution to 
analyse the lifespan of a battery, but the subject matter is the state-of-health and the cycle-life of the 
batteries. The results of these studies cannot be applied to the methodology here since failure rates 
and reliability based on cycle numbers cannot be directly converted to calendar lifetime and a 
detailed simulation of batteries is not conducted within the framework of this thesis. Therefore, the 
simultaneous exit function is used instead. Similar to the Weibull distribution methodology, the 
decommissioned capacity is assumed to be reinstalled in the following year, which means that 
equation (5-1) is also valid for batteries.  

 

5.2.1.3 Total metal demand  

In this thesis, the material demand is differentiated between the sub-technologies ( ). As an 
example, mono and multi c-Si, CIGS and CdTe represents the sub-technologies of PV. Therefore, 
the annually installed capacities have to be broken down to each sub-technology. This is done 
according to equation (5-7), where  represents the installed capacity of a sub-technology and 

 represents the market share of the sub-technology at time . 

 
 , with  (5-7) 

 

The annual metal demand  is calculated according to equation (5-8), where  denotes a metal 
while  represents the specific material demand in a sub-technology. The sum of the metal 
demand across all sub-technology then gives the total annual metal demand of a technology . 
Consequently, the cumulative metal demand is provided by the sum of annual metal 
demand of a technology. 

 
 (5-8) 

 (5-9) 

 (5-10) 
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5.2.2 Assessment of material availability 

The availability of metals is assessed by comparing the virgin metal demands to their respective 
supplies. This demand is calculated by subtracting the recycled content, , from the total material 
demand, which is assumed constant until 2050. The recycled content represents the amount of scrap 
that is used in the production of a metal. The  for all metals used in this thesis is obtained from 
Graedel et al. (2011). The availability of the metals is assessed using three indicators. Firstly, the 
demand-to-production ( ) ratio is derived by comparing the annual metal demand to the annual 
production rate of each metal. This indicator provides an insight of the possible supply risk due to 
increasing demand, given that the production of metals remains at the current level in the future. 
The second indicator is the demand-to-reserve ( ) ratio, where the cumulative demand is 
compared to the static reserve levels of each metal. This indicator aims to test whether the total 
cumulative demand exceeds the physical availability of the metals based on the current known 
reserve levels.  

The third indicator is proposed by Habib and Wenzel (2016), whereby the cumulative demand will 
be compared to the reserve base. The static reserve is given reserve levels that are considered to be 
economical to be mined based on current mining technologies and demand requirements. On the 
other hand, the reserve base includes parts of the resources that are currently either geographically 
not accessible or are sub-economic but have the potential to be mined in the future due to 
technological advancements and increasing metal prices. Although the static reserve has been 
gradually increasing in the past years (USGS 2018, 2009), there is no certainty that all of the reported 
reserve base will be available for mining in the future. Nonetheless, the demand-to-reserve base 
( ) ratio provides an insight regarding the possible supply risk assuming that more metals will 
be economically feasible to be mined in future. The production, reserve and reserve base levels that 
are applied in this thesis are listed in Table 15-1 in Appendix.  

 

 (5-11) 

 (5-12) 

 (5-13) 

 

In the next step, the ratios are then compared to certain maximum limits. If the ratios exceed the 
maximum limits, then a bottleneck risk is assumed to be present. In this thesis, the maximum 
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amount of metals that is allocated to Germany is set at 1 % of the global production and reserve 
levels. This is derived based on the German population, which accounts for approximately 1 % of 
the global population (World Bank 2018). Of this amount, Viebahn et al. (2015) proposed that 10 % 
is allocated for renewable energy technologies and batteries (excluding portable devices), an 
assumption that is also applied in this thesis. Ultimately, the maximum allocation limit to which the 
indicators are compared to is set at 0.1 %. The implications of this cut-off point and the possibility 
for the metals to take over the end-usage share of other products or sectors to compensate for the 
demand in renewable energy technologies is discussed in chapter 10.  

 

5.2.3 Granger-causality 
 

The basic principle of the Granger-causality, as introduced by Granger (1969), is based on the 
notion that a variable is said to Granger-cause another variable if past values of the former variable 
can be used to predict the current values of the latter variable. Despite the prominence of this 
method, several studies have reported the weaknesses of this methodology, which includes the 
occurrences of spurious results (Chowdhury 1987) as well as the extreme sensitivity towards the 
form of time series (Roberts and Nord 2006; Fizaine 2015) and model specifications (Yakubu and 
Abdul Jalil 2016). Therefore, in this thesis, the Granger-causality test as proposed by Toda and 
Yamamoto (1995), which is an extension of the conventional Granger-causality test, is applied. This 
modified approach improves the conventional methodology by ensuring the asymptotic distribution 
of the Wald statistic since it is robust to the integration and cointegration properties of the time 
series (Dolado and Lütkepohl 1996; Esso 2010). This approach has since been applied in the 
literature, among others to analyse causalities between macroeconomic factors and commodity 
prices (Nazlioglu and Soytas 2011; Jain and Ghosh 2013; Klotz et al. 2014). In this thesis, the pair-
wise Granger-causality test as proposed by Toda and Yamamoto (1995) is applied to investigate the 
price dependencies between jointly-produced and jointly-consumed metals in PV, wind turbines and 
batteries. The methodology is briefly illustrated in the flowchart in Figure 5-3. 

In the first step, a pair of price series of metals has to be set up. Since the time series of two metals 
have different temporal availability, they are trimmed to ensure similar time period without any gaps 
in-between. The actual sample period for each metal pairs is listed in Table 15-3 in the Appendix. In 
the next step, each time series of the metal-pair is tested for unit roots. This is only required to 
determine the order of integration (I) and not for the transformation of the price series. For the unit 
root test, the Augmented Dickey-Fuller (ADF) (Dickey and Fuller 1979) and Kwiatkowski-Phillips-
Schmidt-Shin (KPSS) (Kwiatkowski et al. 1992) tests are applied, which are complementary to each 
other according to their null hypotheses. The higher order of the integration between the pair of 
time series is selected as the maximum order of integration ) for the corresponding metal pair. 
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Figure 5-3: Flow chart of the Granger-causality test procedure based on (Toda and Yamamoto 1995) 

 

If both price series have the same order of integration, trace cointegration test as proposed by 
Johansen (1991) is conducted, in which a vector error correction model (VECM) is estimated. 
However, the cointegration test does not affect the results of the causality at this point since it is 
used to cross-check the causality results in the end. According to Engle and Granger (1987), if a co-
integration is present, there should be causality at least in one direction. Although this step was not 
mentioned initially in Toda and Yamamoto (1995), it has become a common practice (e.g. see 
(Wolde-Rufael 2006; Alimi and Ofonyelu 2013)) since it reduces the probability that the results are 
spurious due to omitted variables (Stern 2011). 

In the next step, a levels vector autoregressive (VAR) model, as presented in equation (5-14) and 
(5-15), is set up. The variables of both time series are represented by  and  respectively whereas , 

 and  are the estimated coefficients. The term  is the optimal lag length while  and  are the 
residuals assumed to have zero mean, constant variance and no autocorrelation. The VAR model is 
estimated by ordinary least squares (OLS) for each equation in the model separately. In this 
approach, a VAR(  + ) is estimated in contrast to the VAR( ) model in the conventional 
approach. 
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 (5-14) 

 (5-15) 

 

The optimal lag length ( ) of the VAR model is chosen using the Bayesian Information Criteria 
(BIC) (Schwarz 1978). The model is ensured to be well specified by testing for serial autocorrelation 
in the residuals using the Lagrange Multiplier (LM) test based on Breusch (1978) and Godfrey 
(1978), also known as the BG-test. Since monthly data is used, the lag length for the BG-test is 
chosen to be 12. The null hypothesis, H0, of the BG test is defined that the error process is a white 
noise whereas the alternative is that a serial autocorrelation is at least present in any order of the 
error process. If H0 is rejected, the order of the VAR models is increased and the BG test is 
repeated, until H0 is failed to be rejected at a defined significance level. The lag length, at which no 
serial autocorrelation among residuals is observed, is selected to be the final optimal lag length,    

A causal link, say  (or ) Granger-causes  (or ), is said to be present if the variance of  and  
can be reduced by including the lagged terms of  (or ). In equations (5-14) and (5-15), causality 
exists if coefficients  or  are significantly different from zero. This can be tested by performing a 
Wald-test under the null hypothesis that the coefficients  or  are zero, assuming a covariance 
stationarity of  and . It is important not to include the additional lags,  in the Wald-test since 
the Toda-Yamamoto approach utilizes a modified Wald-test which only includes the optimal lag 
length. This ensures that the Wald statistics remain asymptotically χ2 distributed with  degrees of 
freedom regardless of the order of integration and the cointegration nature of the time series. The 
results are cross-checked with the co-integration of the metal pairs to ensure that causality is present 
whenever a co-integration is present.  

 

;  (or )  does not Granger-cause  (or ) (5-16) 

;  (or ) Granger-causes  (or ) (5-17) 
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5.2.4 VAR analysis 
 

The influence of the increase in metal demand on their prices is investigated via a vector 
autoregressive (VAR) analysis. The equations presented in this chapter are based on the works by 
Johnston and DiNardo (2004) and Lütkepohl (2013). The flow chart of the test procedures in the 
VAR analysis as applied in this thesis is briefly illustrated in Figure 5-4. 
 
 

 
Figure 5-4: Flow chart of the VAR analysis test procedures applied in this thesis 

 
 

5.2.4.1 Specification and estimation of VAR model 

Firstly, all time series are tested for unit roots using the ADF and KPSS tests. Since the presence of 
a unit root is an undesirable trait in the VAR analysis, the data are transformed by calculating the log 
differences in case a unit root is present. The ADF and KPSS tests are then repeated to ensure that 
the transformed time-series are stationary. In the next step, the following VAR-model is set up.  
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 (5-18) 

 

The term is a [K × 1] vector of constants,  (for  = 1, . . . , ) is a [K × K] matrix of coefficients 
and the error process  represents the K-dimensional zero mean white noise process, E( ) = 0, 
with a time invariant positive definite covariance matrix of E(  The model is then 
specified by selecting an optimal lag length according to the Bayesian information criterion (BIC). 
Similar to the previous approach, the VAR model is estimated by ordinary least squares (OLS) for 
each equation in the model separately. Although the model is estimated using integrated variables, 
the asymptotic inference of the structural analysis will still remain valid (Lütkepohl 2013). Once the 
model has been estimated, its specifications are checked. For this purpose, the BG-test, as applied in 
the Granger-causality test procedure, is conducted to test for serial-autocorrelations in the error 
terms. If the H0 of no serial autocorrelations is rejected, the lag length of the VAR is increased and 
the BG-test is repeated until all serial autocorrelations issues are resolved.   

The main assumption of an OLS process is that the variance of the error terms remains constant for 
all time period. However, if the variance changes over time, then they are said to be heteroscedastic. 
Heteroscedasticity is an undesirable trait since it violates the explicit assumptions of the OLS 
process and leads to misleading regular standard error of the estimates (Gelfand 2015). Therefore, its 
presence is tested using the multivariate autoregressive conditional heteroscedasticity (ARCH) test, 
as introduced by Engle (1982). The H0 of the ARCH test is that the residuals are homoscedastic. 
Therefore, if the H0 is rejected at selected significance levels, the model specification is adjusted and 
the test is repeated until the heteroscedasticity issues are resolved. In this thesis, different 
combinations of the macroeconomic variables are chosen to be included in the VAR model and 
tested for heteroscedasticity. The combination of the variables given in Table 5-5 fails to reject the 
H0 of homoscedasticity for all investigated metals, and hence is used to fit the VAR models for all 
metals in this thesis. 

The final test, which evaluates the constancy of the coefficients of the models, is the OLS-CUSUM 
test, as initially proposed by Durbin et al. (1975) and extended by Ploberger and Kramer (1992). 
Unlike previous tests, the test for structural stability in this thesis is an informal one, where the plots 
of the cumulative sums of the OLS residual are inspected. If the sums exceed the boundaries set 
according to a certain confidence level (95 % in this thesis), then there is evidence for a structural 
change in the time series and the model has to be specified again. One of the possible alterations 
that can be undertaken is to implement a Markov-switching model which allows for time-varying 
coefficients and error covariance, as previously applied by Hamilton (1989) and Sims et al. (2008). 
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5.2.4.2 Forecasting 

Once the specification of the model has been checked and verified, the next step is to conduct a 
structural analysis of the model. The first part of the structural analysis is forecasting. It should be 
mentioned that this process is theoretical and relies completely on the notion that economic 
variables can be autocorrelated and move together over time (Johnston and DiNardo 2004). Making 
a forecast for -step ahead, it is assumed that no information is available beyond what is known at 
the end of the period where empirical data is available. Therefore, the optimal forecast of  
given that , is the conditional expectation of  as follows, 

 
 (5-19) 

 

whereby  for . The forecast is done recursively for any positive integer of . 
Therefore, the forecast error of any -step forecast can be represented by equation (5-20). The term 

represents the coefficient matrix, which is basically the multiple of the initial coefficient matrix 
from equation (5-18) and can be derived using equation (5-21), where  and  for

. The term  represents a [K × K] identity matrix. 

 
 (5-20) 

 (5-21) 

 

Therefore, the variance-covariance matrix of the forecast errors for -steps ahead can be 
represented by equation (5-22), where the errors are assumed to have a zero mean. 

 

 =   (5-22) 

 

5.2.4.3 Impulse response function  

The impulse response function is used to investigate the chain reactions between the endogenous 
variables in the VAR model, when a unit shock is introduced to one of the variables. A unit shock is 
chosen over the common standard deviation shocks to enable the comparability between various 
metals. The effects of a unit shock can be modelled through the residual vector of  and be 
investigated by inverting the VAR representation and the corresponding moving average. 
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 (5-23) 

 

Where L represents the lag operator, and . The response of to a unit 
impulse, say , is given by the ( , )-th elements of the coefficient matrix . Therefore, in 
equation (5-23), already represents the responses in the systems. To differentiate this between the 
original coefficient matrixes from forecasting,  is henceforth represented by . Therefore, the 
response of  to a unit impulse in , with all other variables at t remaining constant, can be 
represented by equation (5-24), where  represents the ( , )-th element of . 
 

 (5-24) 

 

 

5.2.4.4 Forecast error variance decomposition 

The forecast error variance decomposition is another form of structural analysis within the VAR 
framework, in which not only the shock effect of one variable can be tested on other variables but 
the contributions of all endogenous variables on each other’s forecast errors, based on the 
orthogonal impulse response of the coefficient matrices. The methodology of an orthogonal impulse 
response function is detailed in Lütkepohl (2013). Assuming that  is still the matrices of the 
impulse responses, the forecast variance error, of any -th component of , can be 
represented by equation (5-25).  
 

 (5-25) 

 

 

5.3 Empirical data 

The monthly nominal metal prices used for the Granger-causality test are obtained from the 
German Federal Institute for Geosciences and Natural Resources (BGR, “Bundesanstalt für 
Geowissenschaften und Rohstoffe”). In order to calculate the real prices, the nominal prices are 
divided with the seasonally adjusted consumer price index (CPI) obtained from the Federal Reserve 
Bank of St. Louis. The period of the time series for the Granger-causality test is defined to be from 
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1990 until 2013. The reason for defining the year 1990 as the start of the analyses in this thesis is 
owed to the electricity feeding act, also known as the “Stromeinspeisungsgesetz” (StrEG), which 
was introduced in Germany in 1990. The act obligated power utilities to allow for electricity feed-in 
from renewable technologies into the power grid. This law eventually led to the introduction of the 
Renewable Energy Act (EEG) and a large scale deployment of renewables in Germany. Since the 
aim of this thesis is to analyse the impact of renewable energy technologies on metal prices, only the 
time period where the technologies are actually deployed is chosen for the analysis. For metals such 
as dysprosium, gallium and neodymium, for which the data from 1990 is unavailable, different start 
period, as shown in Table 5-1, are selected. The results that are presented in this thesis are only 
based on these specific time periods, which mean that possible relationship beyond this period is not 
captured by the analysis. The descriptive statistics of the data are listed in Table 5-1, including mean, 
maximum and minimum price, mean, median, standard deviation, standard error, skewness, and 
excess kurtosis. All values shown in Table 5-1 are obtained for the price levels, as the Toda-
Yamamoto approach calls for the use of price levels without any data transformation. Based on the 
data, it can be seen that the price of dysprosium has the biggest standard deviation relative to the 
mean among all metals. The high skewness of the data also reflects the dysprosium price that soared 
in 2011 and 2012. Besides that, aluminium price is one of the most stable price series during this 
time period based on the relatively small values of skewness, kurtosis and standard deviation.  
 
Table 5-1: Descriptive statistics of monthly prices for all of the analysed metals according to their respective available 
sample period. “n” is the available number of monthly price values. The monetary unit $ refers to US dollars. Min and 
Max refer to the minimum and maximum price respectively in the entire time series whereas Std. Dev., Ex. Kurt. And 
Std. Error refers to the standard deviation, excess kurtosis and standard error, respectively. 

 Period Unit n Min Max Mean Std. dev. Median Skew Ex. Kurt. Std. error 

Ag 01.1990-12.2013 $/oz 288 5.06 40.84 11.34 7.88 7.65 1.75 2.22 0.46 
Al 01.1990-12.2013 $/t 288 1363.21 3401.14 2094.75 405.55 1992.54 0.79 -0.09 23.90 
Au 01.1990-12.2013 $/oz 288 322.31 1712.86 688.92 367.48 554.61 1.34 0.64 21.65 
Cd 01.1990-12.2013 $/kg 288 0.49 18.81 3.33 3.07 2.23 2.12 5.67 0.18 
Co 01.1990-12.2013 $/kg 288 17.24 115.22 51.79 23.04 45.59 0.68 -0.41 1.36 
Cr 01.1990-12.2013 $/t 288 782.69 6400.98 1904.13 919.59 1736.77 1.91 5.55 54.19 
Cu 01.1990-12.2013 $/t 288 1690.61 9696.52 4413.12 2235.51 3658.94 0.69 -0.90 131.73 
Dy 04.2001-12.2013 $/kg 153 32.15 2923.74 405.90 678.46 124.40 2.48 5.43 54.85 
Fe 01.1990-12.2013 $/t 288 15.21 183.94 45.12 45.98 20.57 1.58 1.07 2.71 
Ga 01.2003-12.2013 $/kg 132 219.35 909.89 429.67 158.56 363.42 1.22 0.77 13.80 
In 01.1990-12.2013 $/kg 288 102.11 1168.70 455.29 253.92 384.98 0.79 0.03 14.96 
Li 01.1990-12.2013 $/t 288 2530.17 6782.35 3908.00 1509.59 2964.84 0.81 -1.09 88.95 

Mo 01.1990-12.2013 $/kg 288 7947.35 105820.11 28855.03 24517.29 16014.97 1.32 0.52 1444.70 
Nd 01.2005-12.2013 $/kg 108 82.99 1739.87 358.64 346.02 247.92 2.33 5.41 33.30 
Ni 01.1990-12.2013 $/t 288 5144.20 55010.37 14528.91 8026.37 12254.43 2.06 5.56 472.96 
Pb 01.1990-12.2013 $/t 288 502.71 3876.27 1230.60 688.52 970.86 1.16 0.71 40.57 
Se 01.1990-12.2013 $/kg 288 5.36 145.87 41.02 39.41 17.83 1.02 -0.20 2.32 
Sn 01.1990-12.2013 $/t 288 4518.85 30971.16 11201.35 5785.98 8869.23 1.26 0.62 340.94 
V 01.1990-12.2013 $/lb 288 7.60 138.47 26.80 17.88 23.22 2.75 11.26 1.05 
Zn 01.1990-12.2013 $/t 288 897.76 4729.35 1762.01 688.44 1547.91 1.72 3.49 40.57 
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While the Granger-causality test involves pair-wise testing of metal prices, the VAR analysis involves 
more variables, which includes both micro and macroeconomic variables. The former is represented 
by the metal-specific price, demand and production whereas the latter involves the GDP, inflation 
rate, interest rate and exchange rate, all of which are included in the VAR model as endogenous 
variables. In contrast to the Granger-causality test, the VAR analysis is carried out using annual data. 
The reason for this is the unavailability of the macroeconomic data in a monthly resolution. 
Therefore, the arithmetical average annual prices are calculated from the monthly prices provided by 
BGR. Since the VAR analysis serves to understand the market dynamics of the metals -independent 
of the deployment of renewable energy- longer time-series, chosen based on data availability, is 
applied to fit the VAR model. Based on the descriptive statistics listed in Table 5-2, cobalt has by far 
the biggest standard deviation relative to the mean price, followed closely by indium. Meanwhile, 
copper, being an industrial metal that is widely available and extensively used, has the lowest price, 
followed by another industrial metal, nickel. 

 

Table 5-2: Descriptive statistics of the annual prices for metals used in the VAR analysis. The monetary unit $ refers to 
US dollars. Min and Max refer to the minimum and maximum price respectively in the entire time series whereas Std. 
Dev., Ex. Kurt. And Std. Error refers to standard deviation, excess kurtosis and standard error, respectively. 

Unit Time period n Mean Min Max Std. dev. Median Skew. Ex. Kurt. Std. error 

Ag $/oz 1970-2013 44 14.39 5.38 55.22 9.80 12.23 1.97 4.89 1.48 
Co $/kg 1970-2013 44 52.22 18972.46 21.97 34.65 40.04 2.78 10.10 5.22 
Cu $/kg 1970-2013 44 4.33 1.89 9.12 1.92 3.66 0.78 -0.41 0.29 
In $/kg 1975-2012 38 531.99 105.53 1473.08 343.81 464.96 0.94 0.09 55.77 
Ni $/kg 1970-2013 44 14.81 6.19 39.14 6.25 14.84 1.43 3.20 0.94 

 

In terms of the annual production, the data for silver, copper, indium and nickel are provided by 
BGR whereas the production of cobalt is obtained from the annual mineral commodity summaries 
of the USGS. As for the consumption, data of copper and nickel are provided by BGR. For the rest 
of the metals, the apparent consumption data from the USGS are used as a proxy due to the 
unavailability of the complete data from BGR. The descriptive statistics of the production and 
consumption data are listed in Table 5-3 and Table 5-4 respectively. Copper and nickel have the 
highest production and consumption levels whereas indium is on the other end of the scale. 
Nonetheless, indium has the standard deviations relative to the mean in both levels. 

 

 

 



 

60 
 

Table 5-3: Descriptive statistics of the annual production of metals used in the VAR analysis. Min and Max refer to the 
minimum and maximum price respectively in the entire time series whereas Std. Dev., Ex. Kurt. And Std. Error refers to 
standard deviation, excess kurtosis and standard error, respectively. 

Unit Time period n Mean Min Max Std. dev. Median Skew. Ex. Kurt. Std. error 

Ag t 1970-2013 44 15728.38 9352.97 25352.69 4789.09 14510.38 0.44 -1.09 721.98 
Co t 1970-2013 44 44771.60 17962.20 145402.72 34041.57 30765.57 1.91 2.48 5131.96 
Cu kt 1970-2013 44 12542.12 7383.70 20962.36 3982.53 11127.14 0.63 -0.95 600.39 
In t 1975-2012 38 264.15 21.37 784.68 248.77 145.64 0.75 -0.98 40.36 
Ni kt 1970-2013 44 971.64 582.40 1962.37 335.40 850.36 1.02 0.34 50.56 

 

Table 5-4: Descriptive statistics of the annual consumption of metals used in the VAR analysis. Min and Max refer to the 
minimum and maximum price respectively in the entire time series whereas Std. Dev., Ex. Kurt. And Std. Error refers to 
standard deviation, excess kurtosis and standard error, respectively. 

Unit Time period n Mean Min Max Std. dev. Median Skew. Ex. Kurt. Std. error 

Ag t 1970-2013 44 5288.86 3260.00 8000.00 1209.10 5025.00 0.46 -0.63 182.28 
Co t 1970-2013 44 8782.05 5070.00 11800.00 1719.79 8780.00 -0.02 -0.83 259.27 
Cu kt 1970-2013 44 12496.65 7291.40 21089.60 3985.88 10906.39 0.63 -0.91 600.89 
In t 1975-2012 38 51.82 3.50 125.00 39.15 37.50 0.63 -1.14 6.35 
Ni kt 1970-2013 44 956.17 526.40 1774.90 317.51 846.81 0.79 -0.32 47.87 

 

Apart from the microeconomic variables, the VAR model is complemented with macroeconomic 
variables which serve as control variables in order to capture further economic effects. The inflation 
rate is represented by the US consumer price index (CPI) whereas the US federal fund rates 
represent the interest rates. Global GDP and the exchange rate of the national currencies between 
the US and Germany complete the list of macroeconomic variables. All data are obtained from the 
Economic Research Division of the Federal Reserve Bank of St. Louis. The descriptive statistics of 
the variables from 1970 to 2013 are listed in Table 5-5. The statistics indicate that the federal fund 
rates have the highest volatility based on the standard deviation with respect to the mean values 
while the exchange rate series, on the other hand, has the smallest volatility.  

 

Table 5-5: Descriptive statistics of the macroeconomic variables used in the VAR analysis. The monetary unit $B refers 
to billion US dollars, min and max refer to the minimum and maximum price respectively in the entire time series 
whereas Std. Dev., Ex. Kurt. And Std. Error refers to standard deviation, excess kurtosis and standard error, respectively 

Unit Mean Min Max Std. Dev. Median Skew. Ex. Kurt. Std. error 

Gross Domestic 
Product (GDP) $B 9787.86 4722.01 15612.18 3559.26 9110.80 0.21 -1.45 536.58 

Consumer Price Index 
(CPI) - 0.62 0.18 1.07 0.27 0.63 -0.05 -1.25 0.04 

Federal Fund Rate 
(FedFund) % 5.73 0.10 16.38 3.74 5.41 0.52 0.10 0.56 

US-Germany national 
currency exchange 

rate (ExchangeRate) 
- 1.36 0.91 2.47 0.39 1.22 1.08 0.39 0.06 
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6 Wind turbines5 

This chapter summarizes the methodology and input parameters presented in Shammugam et al. 
(2019a). The exact methodology from the authors is also applied in this thesis for the analysis of the 
raw material demand for the deployment of wind turbines in Germany until 2050. 

 

6.1 Material composition of wind turbine components 

The material demand for each component of the wind turbines is determined based on their 
respective weight percentage. The weight percentage of the rotor, nacelle and tower are presented in 
Table 6.1 whereas the weight percentage of the foundation is presented in Table 6-2. In this thesis, 
stainless steel 18/8 is considered as high alloyed steel, as presented in Eymann et al. (2015) and 
Vestas (2006), whereas low alloyed steel is assumed to be the structural steel S355 that makes up to 
70 % of the total low alloyed steel amount of a wind turbine (Pereg and Hoz 2013). The full list of 
the metal composition of the steel-alloying elements, electrical and electronic components as well as 
their corresponding references are provided by Shammugam et al. (2019a) 

 
Table 6-1: Average weight composition [%] of materials in rotor, nacelle and tower of a wind turbine. The material 
composition is relative to the respective components and is assumed to be similar for all nacelle sizes according to 
respective drive train systems. Other materials include concrete and high-density polyethylene. 
 Rotor Nacelle Tower 

  DFIG EESG-
DD 

PMSG-
HS/MS PMSG-DD SCIG Steel tower Hybrid 

Low alloyed steel 9.8 20.7 8.9 10.3 8.9 12.5 97.1 11.3 
High alloyed steel 9.4 36.1 29.8 39.3 29.8 41.1 - - 
Cast iron 25.8  35.6 52.6 41.5 52.6 35.6 - - 
Aluminium 0.1 1.1 0.9 0.9 0.9 1.0 1.0 - 
Copper 0.1 2.1 7.7 2.2 2.2 3.2 0.9 - 
Electrics/Electronics - 0.3 0.1 0.4 0.1 0.6 1.0 1.0 
Other materials 54.8 4.1 0 5.4 5.5 6.0 0 87.7 

 

Table 6-2: Average weight composition [%] of materials in the foundation of a wind turbine. Other materials include 
concrete and high-density polyethylene. 

 Onshore Offshore 
Foundation Flat Monopile Jacket Tripod TLB 

Steel 4.5 100 85.8 62.7 87.5 
Other 

materials 95.5 0 14.2 37.3 12.5 

                                                 
5 Some parts of this sub-chapter have been published in (Shammugam et al. 2019a). These contents have been revised 
and editorially amended as part of this thesis. 
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Historically, wind turbines have been growing in size with larger rotor diameter and taller towers. 
The main reason for this is that higher full-load hours can still be reached despite low wind speed. 
This is achieved by maintaining the nominal power of the generator at a fairly low level while 
increasing the rotor diameter or the hub height. Therefore, the requirement of REE in generators is 
considered to be linearly dependent on the nominal power of the turbines in this thesis. The specific 
content of dysprosium and neodymium are obtained from Viebahn et al. (2015), who provided the 
REE content of the NdFeB-PM, which is the most predominant type of magnet used in wind 
turbines.  

 
Table 6-3: Specific weight [kg/MW] of dysprosium and neodymium in permanent magnets in different drive train 
concepts (Viebahn et al. 2015).  

Drive train Nd Dy 
PMSG-DD 202 15 
PMSG-MS 50 4 
PMSG-HS 25 2 

 

In order to obtain the weights of rotor, nacelle and tower for future wind turbines, which are 
expected to grow larger, the upscaling method is applied. This method has been previously applied 
in works such as Nijssen et al. (2001) and Caduff et al. (2012) to estimate the increase in wind 
turbine component mass. This method dictates that the mass of the turbine components can be 
explained in relation to the rotor diameter, as shown in equation 6-1. The term  describes the mass 
of each component,  is a constant factor,  is the rotor diameter and  is the scaling factor. The 
complete coefficients used in this study for the upscaling of the rotor, nacelle and tower are 
provided in table 6-4. The development of future turbine sizes are discussed briefly in chapter 6.4. 

 
 (6-1) 

 

Table 6-4: Scaling factors (b) and constants (a) for the upscaling of rotor, nacelle and tower (Shammugam et al. 2019a) 

 Rotor  Nacelle Tower 

Type  - DFIG SCIG 
PMSG-
MS 

PMSG-
HS 

EESG-
DD 

PMSG-
DD 

Steel Hybrid 

 -3.34 -2.28 -1.24 -2.20 -2.33 -3.29 -3.40 -4.22 -3.53 
 2.56 2.13 1.59 2.13 2.17 2.70 2.70 3.22 3.22 

 

The foundation mass of future wind turbines is determined via the foundation-to-turbine mass 
ratios, which are listed in Table 6-5. The foundation of onshore turbines weighs in average 3.5 times 
heavier than the combined mass of rotor, tower and nacelle. As for the foundation types of offshore 
turbines, the ratios are calculated separately based on existing data from wind farm operators. 
According to the planned projects, offshore turbines will be built in areas of average depth of 35 m 
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until 2035 (see Deutsche Windguard (2017) for the detailed information regarding the water depth 
of planned offshore wind turbine projects in Germany). However, the average water depth of where 
offshore turbines will be built beyond 2035 will increase to 45 m. Therefore, the foundation mass is 
assumed to increase linearly with the water depth to account for the additional depth that needs to 
be covered to anchor the turbines to the seabed. Regarding the tension-leg-buoy foundation, since 
the mooring cables are made of high-density polyethylene, the additional water depth would not 
affect the metallic material requirements. 

 

Table 6-5: Average ratios of foundation mass to turbine mass for different foundation types  

 Onshore Offshore 
 Flat Monopile Tripod Jacket TLB 

Year - 2020 - 2035 2036 - 2050 2020 - 2035 2036 - 2050 2020 - 2035 2036 - 2050 - 
Foundation-
to-turbine 
mass ratio 

3.5 2.2 2.8 1.5 1.9 1.5 1.9 0.9 

 

 

6.2 Material efficiency measures 

One of the most important material efficiency measures in wind turbines would be the reduction of 
the specific content of REEs. Several strategies regarding the substitution of REEs in PMs and their 
impact on future demand in wind turbine industry has been extensively discussed by Pavel et al. 
(2017). The reduction in the specific content of dysprosium and neodymium that is applied in this 
thesis due to improved production processes and substitution of neodymium and dysprosium with 
less critical metals is listed in Table 6-6. 

 

Table 6-6: Reduction of the specific content [kg/MW] of REEs in a PM of a generator due to material efficiency 
measures based on (Viebahn et al. 2015). 

 
2025 2050 

Nd Dy Nd Dy 
PMSG-DD 163 12 130 12 
PMSG-MS 40 3 32 3 
PMSG-HS 20 1 16 1 

 

Besides REE, measures in reducing the steel demand for wind turbines are also being actively 
researched. For instance, the Pile Soil Analysis (PISA) project is a joint industry project that aims at 
developing a new design methodology for monopile wind turbine foundations (Burd et al. 2017). 
The findings from the project suggested that traditional monopile manufacturing processes are very 
conservative: a steel saving could be achieved by using thinner and shorter piles. Monopiles of 
various sizes have been tested onshore on representative sites of the North Sea to demonstrate the 
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viability of these lighter designs. Similar research was also conducted by Hamm et al. (2015), who 
proved the feasibility of a lighter tripod structure. In terms of the tower, World Steel Association 
(2012) reported that the utilization of higher grade steels such as S460 or S500 instead of S355 can 
save up to 30 % of the total steel demand in a tower. Last but not least, alternative structures, such 
as the lattice structure (Trabish 2014) or the bolted steel shell tower (Siemens AG 2011) could also 
lead to a significant reduction in steel demand. The expected savings and their market shares are 
shown in table 6-7. 

 
Table 6-7: Savings of low-alloyed steel and the rate of implementation 

Innovation Higher grade steel Alternative structures PISA OFE 
Year 2020 2050 2025 2050 2025 2050 2030 2050 
Savings on total 
low-alloyed steel 
demand 

10 % 30 % 25 % 40 % 

Market share of 
efficiency measure 

40 % of  
steel 

towers 

80 % of  
steel towers 

1 % of 
steel 

towers 

25 % of 
steel 

towers 

10 % of 
monopiles 

80 % of 
monopiles 

5 % of 
tripods 

25 % of 
tripods 

 

6.3 Lifespan of wind turbines  

The lifespan of wind turbines is modelled according to the Weibull distribution using equation (5-2). 
The average life span of a wind turbine is generally assumed to be 25 years (Kost et al. 2018). The 
shape parameter,  is assumed to be 2 in this thesis, similar to that applied in Zimmermann et al. 
(2013). With the average product lifespan of a wind turbine   and  by equation (5-3), a 
scale parameter  is obtained. Using equation (5-5), the decommissioning capacity is 
obtained, which is assumed to be installed again in the next year via repowering.  

Besides decommissioning, additional material demand due to repair and maintenance works is also 
considered in this thesis. Due to the complexity and the large variety of the wind turbine 
components, only the components with the most frequent failure rates are considered in the 
material requirement calculation, namely the pitch, gearbox and yaw (Sheng 2013; Carroll et al. 
2016). Additionally, the generator failures are also included due to the presence of REEs. The failure 
rates per year and per turbine of the selected components are adapted based on Carroll et al. 2017 
and Carroll et al. (2016) and are listed in table 6-8. Considering the uncertain future evolution of 
components reliability, constant failure rates per turbine per year are considered for the material 
requirements calculation up to 2050. Turbines that undergo maintenance include those which have 
been repowered in each year, as failures can occur from the very first year of installation. Additional 
material demand from maintenance is not considered on the decommissioning year of turbines. In 
order to calculate the future demand for maintenance operation precisely, each component listed in 
table 6-8 is upscaled separately according to the upscaling parameters presented in Shammugam et 
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al. (2019a). For each minor repair, 10 % of the material will be replaced whereas a major repair 
requires 20 % of the additional material. 

 

Table 6-8: Annual failure rates per turbine for pitch, yaw, gearbox and generator for different drive train systems 

 Pitch Yaw Gearbox Generator 

 - - Multiple-
stage 

Single-
stage DFIG PMSG-

HS 
PMSG-

DD 
PMSG-

MS 
EESG
-DD SCIG 

Major 
replacement 

0.001 0.001 0.059 0.042 0.109 0.007 0.009 0.008 0.109 0.109 

Major repair 0.179 0.006 0.042 0.03 0.356 0.024 0.03 0.026 0.356 0.356 
Minor repair 0.824 0.162 0.432 0.305 0.538 0.437 0.546 0.473 0.538 0.538 
 

 

6.4 Further development scenarios of wind turbines 

In order to calculate the annual material demand until 2050, two technological roadmaps, namely the 
conservative and advanced, which differ in terms of the nominal power of the turbines, rotor 
diameter and the market share of drive trains, are considered in this thesis. The conservative 
scenario represents a copper-intensive scenario with large market shares of PM-free generators such 
as DFIG and EESG, whereas the advanced scenario represents a REE-intensive scenario. The exact 
market shares of the drive train systems for all scenarios are provided by Shammugam et al. (2019a). 

 

6.4.1 Conservative scenario 

The basic principle of the conservative scenario is the stagnation of onshore turbine sizes. The 
reason for this can be factors such as legally binding height limitations, urban space competition and 
infrastructural restrictions bound to the transportation of sizable components. However, these 
challenges can be far less relevant for offshore turbines. As the offshore market becomes more 
mature, it can be assumed that the logistical difficulty of transportation with high lifting facilities will 
be overcome. Due to this reason, the conservative scenario is not applicable to offshore turbines in 
this thesis. In this scenario, the average size of a wind turbine in 2050 is expected to not exceed the 
current biggest wind turbine adapted to low wind sites in Germany. This refers to the E-141 EP4 by 
Enercon, with a rotor diameter of 141 m and a 4.2 MW nominal power6. The reason for this is that 
onshore turbines are mostly installed on low wind sites and are equipped with small generator 
designs compared to the size of the rotor. In addition to that, market entry of innovative drive-train 
systems is not assumed in this scenario since the pressure for innovation is very low. Since EESG-

                                                 
6 In 2019, Enercon announced that a much larger EP5 series for low wind sites are being developed. However, no information was 
given on the completion date of models. 
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DD currently dominates the onshore market in Germany (see (Bundesnetzagentur 2017), it is 
assumed to remain a major technology in this scenario. 

Upon the merging of Siemens and Gamesa, DFIG turbines in Germany are expected to benefit 
from the strategic leadership of Siemens on the offshore market and the experience of Gamesa with 
the onshore DFIG technology in the rest of Europe. Regarding wind turbines with PMs, Vestas has 
already replaced its PMSG-HS portfolio with SCIG in order to limit its dependency towards REEs. 
Moreover, the high costs of PMSG-DD will further suppress a large scale deployment. Therefore, 
PMSG-DD and PMSG-HS are assumed to phase out completely by 2020, replaced by SCIG 
generators. The PMSG-MS, which is currently only applied offshore, is not expected to enter the 
onshore market before 2030. It is expected to gradually take over the market shares from the 
induction generators due to a better energy yield performance at similar manufacturing costs.  

 

6.4.2 Advanced scenario 

In the advanced scenario, the barriers addressed in the conservative scenarios are assumed resolved 
through increasing experience over time. Consequently, wind turbines are expected to grow in size 
substantially. This assumption is backed by the results of Ashuri (2012), who proved the technical 
feasibility of a 20 MW offshore wind turbine with an optimized 286 m rotor diameter. The advanced 
scenario assumes a technology shift towards lighter drive-train types to avoid technically, logistically 
and economically challenging turbine masses. As a result, EESG-DD is expected to lose onshore 
market shares whereas much lighter direct-drive systems such as the PMSG-DD and PMSG-MS 
should largely benefit from this. The possibility of Vestas returning to manufacturing PMSG-HS 
remains open, which can provide an additional light synchronous generator to the market. However, 
due to its relatively low efficiency, PMSG-HS will remain sparsely implemented. The DFIG is 
assumed to dominate the wind energy market in the advanced scenario since it is among the lightest 
available technologies and is already manufactured by several suppliers. Based on the planned 
offshore projects, only three types of drive train systems are planned from 2017 to 2019, namely 
PMSG-DD, PMSG-MS and DFIG (Deutsche Windguard 2017). These turbines have the lowest 
failure rates compared to other drive train systems and are therefore expected to remain the solely 
deployed drive train systems offshore up to 2050. The reason for this is that the reliability of 
offshore turbines is a crucial parameter since maintenance operation during failures requires special 
equipment and is subject to accessibility restrictions tied to weather condition. Due to its higher 
efficiency and reliability, PMSG-DD is therefore assumed to dominate the offshore market, 
followed by the PMSG-MS and DFIG. 
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7 Photovoltaic 

Since the early 1990s, Germany has been one of the leading countries in the world in terms of 
installed PV capacities. Currently, Germany has the fourth largest cumulative installed PV capacity in 
the world with 42 GWp. This is mainly owed to the success of the feed-in-tariffs introduced in the 
renewable energy act (EEG). In terms of the type of plants installation, rooftop PV plants have been 
the major plant type in Germany in terms of the installed capacity, followed by the ground-mounted 
plants, as shown in Figure 7-1. However, the actual market share was mixed in the past years as a 
significant temporal trend with respect to the year of installation cannot be identified. As illustrated 
in Figure 7-2, this is not the case regarding the type of modules installed as there is a clear tendency 
towards c-Si PV modules over the past few years.  

 

Increasing the efficiency of PV modules has been the focus of research as it is one of the most 
important factors that influence the financial viability of PV modules. In this thesis, the specific 
material demand is decreased according to the improvements in efficiency since lesser material will 
be required to generate electricity at higher module efficiency. The theoretical maximum efficiency 
for single-junction silicon solar cells is 33.3 % (Polman et al. 2016). However, the maximum 
achievable efficiency is calculated to be much lesser at 29.4 % for a 110-μm-thick solar cell made of 
undoped silicon (Richter et al. 2013). As to now, the record lab efficiency is 26.7 % for mono-
crystalline and 22.3 % for multi-crystalline (Green et al. 2018). This proves that there is enormous 

  

Figure 7-1: Market shares of the installed capacity of 
rooftop, ground-mounted and building integrated PV 
(BIPV) plants (ZSW 2014; Hein Concept 2016, 2017). 
Due to lack of data for building integrated PV from 
2013 onwards, a market share of 1 % is assumed for 
2013-2016, which is similar to the years before. 

Figure 7-2: Market shares of the installed capacity of 
thin film modules as well as mono- and multi c-Si 
modules in Germany (PSE internal data 2018). 

0%

20%

40%

60%

80%

100%

2010 2011 2012 2013 2014 2015 2016

Rooftop Ground mounted BIPV

0%

20%

40%

60%

80%

100%

2008 2009 2010 2011 2012 2013 2014
Mono c-Si Multi c-Si Thin-film



 

68 
 

potential to further increase the efficiency in the coming years. As for CIGS and CdTe solar cells, 
the highest achievable efficiency lies slightly below 25 % (Polman et al. 2016). Since the material 
demand of the entire PV system is considered in this thesis, the module efficiency is used to 
determine the development of the specific material demand. The module efficiency is usually lower 
than the cell efficiency due to additional losses for the cell connections as well as optical losses from 
the module glass and encapsulation. 
 
Table 7-1 lists the increase of average PV module efficiencies, derived based on literature and 
discussion with PV experts. Besides increasing the efficiency, reducing the cell thickness is of special 
interest as it is one possible way of reducing material consumption and subsequently the production 
costs, especially due to the presence critical metals in the absorber layer of thin-film cells. The 
reduction of the absorber layer thickness is obtained also based on expert interviews and projections 
by ITRPV (2017). 
 

Table 7-1: Current and future average module efficiencies of different types of solar cells in the German market 

 Mono Multi CdTe CIGS 
 2015 2050 2015 2050 2015 2050 2015 2050 
Efficiency [%] 17.5 25.0 16.0 24.0 14.4 22.0 14.0 22.0 
Absorber layer 
thickness [μm] 180 120 180 120 2.0 1.0 1.6 1.0 

 

7.1 Material composition of PV systems  

In obtaining the current material composition of c-Si modules, several studies as listed in Table 7-2 
are considered. It can be clearly seen that a wide range of material composition is available in the 
literature. Besides different sources of data, the discrepancy can be owed to the different module 
types that were analysed by the studies. These however, are not mentioned exactly in the studies. 
Therefore the internal data from Fraunhofer ISE, which represents the exact composition of a 
standard aluminium back surface field (Al-BSF) top contact module, is used for the calculation of 
the material demand for c-Si modules. Al-BSF type modules currently dominate the PV market in 
Germany (ITRPV 2017). Nonetheless, since the data only represents the final content of a module 
and not the total material demand in manufacturing them, 5 % additional material demand for the 
manufacturing losses is assumed. 
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Table 7-2: Current material composition of crystalline PV modules (excluding the frame) according to studies in the 
literature and the internal data of Fraunhofer ISE.  

c-Si 
[kg/MWp] 

Fthenakis et al. 
(2011)7  

Moss et al. 
(2013) 

Schriefl et al. 
(2013) ITRPV (2017) Fraunhofer ISE 

internal 
This thesis 

Al 319 - - - 322 338 
Ag 52 24 11 27 22 23 
Cu 667 2741 800 - 499 534 
Pb 19 336 - - 64 67 

Si (Mono) 7587 - 19600 - 2244 2356 
Si (Multi) 8577 - - - 2274 2388 

Sn 33 577 - - 61 64 
Ni < 1 - - - - - 

 

The material composition of CdTe modules is obtained via literature and discussions with PV 
experts. Except Viebahn et al. (2014), other studies listed in Table 7-3 state a combined cadmium 
demand for the absorber and the buffer layer. However, since the efficiency measures of each of 
these layers are looked into detail in this thesis, the specific material demand of each layer is 
required. Therefore, instead of considering the average values for cadmium, only values from 
Viebahn et al. (2014) are considered. For every other material, the average values are calculated. 
However, due to unavailability of much newer data, the uncertainty of the results involving CdTe 
modules could be high, should the current composition of a CdTe module differ significantly with 
the composition that is presented in Table 7-3. 
 
Table 7-3: Current material composition of CdTe modules (excluding the frame) according to studies in the literature 
and their average values, which are used for further analysis in this thesis 

CdTe 
[kg/MWp] 

Moss et al. 
(2011) 

Zimmermann 
(2013) 

Schlegl  
(2013) 

Schriefl et al. 
(2013) 

Viebahn et al. 
(2014) 

This thesis 

Cd - 153.4 143 240 93.2 93 
Te 93.3 137.7 135 240 99.7 153 

Cd in 
buffer layer - - - - 23.5 24 

In in TCO 15.9 16.9 - - 15.5 16 
Sn in TCO 21.4 - - 24 - 23 

 

The material composition of CIGS modules is taken based on actual production data from 
Fraunhofer ISE. Since the market share of CIGS modules is relatively small, the data of a single 
manufacturer is considered and not the average value as opposed to CdTe modules. However, the 
TCO of this particular module is based on the novel ZAO concept which is currently not very 
common. Therefore, the more frequent indium-based TCO is selected as the status quo TCO layer. 
The ZAO concept is however considered with increasing market share in the future. 
 

                                                 
7 The values from Fthenakis (2011) have been adjusted to represent the module efficiency of 17.5 % (see  
Table 7-1) as opposed to the efficiency of only 13.2 % used in their study. 
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Table 7-4: Current material composition of CIGS modules (excluding the frame) based on Fraunhofer ISE internal data. 
The composition of indium and tin in TCO is based on (Moss et al. 2013) 

CIGS [kg/MWp] Fraunhofer ISE internal (2017) 
Copper 48 
Indium 26 
Gallium 14 
Selenium 130 
Cadmium (Buffer layer) 8 
Indium in TCO 44 
Tin in TCO 6 

 

Since there is a huge difference between the support structures of different PV plant types, the 
material demand of the mounting structure is differentiated between rooftop, ground-mounted and 
BIPV plants. The complete material demand for the mounting structure is listed in Table 7-4. The 
material composition of inverters is very limited in the literature. The data of a 2.5 kW module 
inverter according to Fthenakis et al. (2011) is applied for BIPV and rooftop plants in this thesis. 
For ground-mounted PV plants, the specific material demand of a 1 MW inverter is applied in order 
to calculate the total demand. The number of inverters is scaled according to the installed capacity of 
the PV plants. The complete material compositions are provided in Table 7-6. The material 
demands for cabling are also differentiated between the plant types. The only metallic element in a 
cable that is of interest in this thesis is copper. The specific weight of cables in a PV system is 
provided by Schlegl (2013). According to Fthenakis et al. (2011), the copper demand accounts for 
approximately 50 % of the total cable weight. Therefore, half of the specific weight reported by 
Schlegl (2013) is attributed to the specific copper demand in cables for PV systems, as listed in Table 
7-7. 
 
Table 7-5: Specific material demand (kg/MWp) of mounting structures 

Mono Multi CIGS CdTe Source 

Rooftop 
Low alloy steel 0 0 0 0 

(Fthenakis et al. 2011) Stainless steel 50 55 73 73 
Aluminum 62 68 91 91 

BIPV 
Low alloy steel 162 177 237 237 

(Jungbluth et al. 2012) Stainless steel 0 0 0 0 
Aluminum 234 256 342 342 

Ground-mounted 
Low alloy steel 507 554 739 739 

(Jungbluth et al. 2012) Stainless steel 21 23 30 30 
Aluminum 328 359 478 478 

 

Table 7-6: Specific material demand (kg/ MWp) of inverters. 

Rooftop and BIPV Ground-mounted 
Steel 156 94 

Aluminum 1364 543 
Copper 501 288 

Printed circuit board 225 103 
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Table 7-7: Specific copper demand (kg/ MWp) of cabling of a PV system 

Mono Multi CIGS CdTe 
Rooftop and BIPV 974 1065 1420 1420 
Ground-mounted 1850 1691 2467 2467 

 

7.2 Material efficiency measures in PV modules 

Future material compositions of solar cells are subject to innovations and cell topologies such as 
absorber layer thickness and the use of novel materials. In the following section, these measures and 
their influence on the material composition of solar cells are described. 
 

Crystalline silicon solar cells 

Being the most expensive metal in a c-Si solar cell, the amount of silver used as metallization paste 
in a cell is assumed to decrease in the future. Firstly, the reduction will come as a result of 
improvements in the screen printing process, which reduces metal losses during the plating process 
(Cimiotti et al. 2015). Secondly, the demand of silver can not only be reduced by improving the 
production techniques, but also by replacing silver with nickel and copper, which is able to reduce 
the costs of metallization by almost 50 % without affecting the efficiency of a solar cell (Meyer et al. 
2014; Appleyard 2012). Currently, 5 % of all PV modules in the global market use nickel-copper 
metallization paste. This share is expected to increase up to 20 % in 2027 (ITRPV 2017). 
Consequently, almost 65 % of all PV modules are assumed to have nickel-copper metallization paste 
by 2050. A complete phase-out of silver until then is not expected since the use of nickel-copper 
metallization paste is not a mature process that still requires proper equipment and solutions 
regarding reliability issues (Rahman and Lee 2015; Bartsch et al. 2010). These measures lead the 
average specific demand of silver of all PV modules in the market to drop from around 99 mg/cell 
today to around 50 mg/cell in 2035 and 26 mg/cell8 in 2050. 

Secondly, the use of lead-free paste is expected to increase, as they already represent 10 % of all c-Si 
modules in 2018. The use of lead in solar cells is currently excluded from the list of hazardous 
substances in the EU “Restriction of Hazardous Substances in Electrical and Electronic 
Equipment” Directive 2 (RoHS) (EU 2017). However, the directive has to be reviewed upon certain 
years, with the next review being in 2021. Due to this constant uncertainty, lead-free pastes are 
expected to be applied rapidly in the PV industry. Furthermore, the efficiency of the solar cells 
remains fairly unchanged with the substitution of lead-free paste (Hoornstra et al. 2005; Sridharan et 
al. 2012). Therefore, a complete phase-out of lead in 2030 is assumed in this thesis. However, it 
should be noted that most of the widely used lead-free solders available today contain silver, which 

                                                 
8 Calculated based on a PV module with 60 cells and a nominal power of 240 Wp. 
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contradicts the assumption regarding the reduction of silver usage in PV modules. Nonetheless, 
there are also other types of solders being researched which contains neither silver nor lead, such as 
tin-bismuth or zinc-based solders (Wu et al. 2015; Dharma et al. 2009; Siewert et al. 2002), which 
can be used once reliability issues are solved and proven marketable.  

 

Table 7-8: Development of the specific material composition of multi and mono c-Si modules upon consideration of 
material efficiency measures and improvements in module efficiency 

Multi Mono 
2015 2020 2030 2040 2050   2015 2020 2030 2040 2050 

Al 370 345 304 272 246 338 319 286 259 237 
Ag 25 22 15 10 6 23 20 14 10 6 
Cu 584 547 486 439 400 534 505 456 417 384 
Pb 73 48 0 0 0 67 45 0 0 0 
Si 2388 2101 1500 1159 980  2356 1869 1350 1076 982 
Sn 70 65 58 52 47 64 60 54 49 45 
Ni 0 0.16 0.53 0.82 1.06   0 0.15 0.50 0.78 1.02 

 

Thin-film solar cells 

The optimal absorber thickness in a thin-film solar cell is a fine balance between minimizing 
recombination effects while improving absorption. While the former can be achieved by minimizing 
absorber thickness, the latter is achieved by increasing the absorber thickness. The average thickness 
of CIGS and CdTe absorber layers are reported to be 1.5 μm and 2.0 μm respectively (Ali et al. 
2016). (Marscheider-Weidemann et al. 2016) assume in their ambitious projections that the absorber 
thickness will be reduced to 0.5 μm in 2050. However, according to PV experts, the absorber layer 
thickness will not necessarily decrease significantly. This is due to the already low cost of PV 
modules, which does not amortize the efforts of extremely reducing the absorber thickness. 
Furthermore, Mykytyuk et al. (2012) showed that the total power loss can reach up to 20 % with a 
layer thickness of 0.5 μm, as opposed to around only 5 % with 1 μm. This is another key factor 
against a massive reduction of the absorber thickness. Therefore, the absorber thickness of both 
CIGS and CdTe cells is assumed to reduce only down to 1 μm until 2050 in this thesis.  

The buffer layer of thin film PV modules is predominantly made out of the well-established 
cadmium sulphide (CdS) layer. However, there are two main motivations in finding alternatives to 
be used as a buffer layer. Firstly, the toxicity of cadmium makes thin films undesirable in 
comparison to modules with materials that are less hazardous to human health. Besides that, 
although the use of cadmium in PV is currently exempted from the RoHS 2 Directive, similar to 
lead, uncertainty exists as to whether this would still be the case in the future since the exemptions 
have to be renewed periodically. Secondly, the recombination losses in the CdS is high in the 
wavelength regions between 350 and 550 nm (Witte et al. 2014). Solving this problem means that 
thin film modules can be applied in a much wider range of conditions. For CIGS cells, there are 
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several options to substitute CdS as the buffer layer, as shown by Witte et al. (2014), who presented 
6 different material compositions that can be used as a buffer layer. Most of them are based on 
ZnS(O,OH) layers. Similar research has also been conducted by Bhattacharya and Ramanathan 
(2004). Contreras et al. (2003) even showed that comparable efficiencies can be achieved using 
ZnS(O,OH) based alternative buffer layers. In terms of CdTe cells, magnesium-doped zinc oxide 
(MZO) can be used as an alternative to the buffer layer (Bittau et al. 2018b; Bittau et al. 2018a). 
Therefore, assumptions regarding the reduction of cadmium are made within this thesis, with a 
complete phase-out from the buffer layer in 2030.  

Last but not least, efficiency measures are also considered for the TCO layer with the substitution of 
indium due to its criticality. For CIGS solar cells, a further advantage of using ZnS(O,OH) as a 
buffer layer as discussed earlier, is that the TCO layer that is deposited onto the buffer layer can be 
substituted with the indium-free layer as well. This can be done by using the (Zn,Mg)O layer. For 
CdTe cells, the MZO buffer layer can be combined with either aluminium-doped zinc oxide 
(AlZnO) or fluorine-doped tin oxide (FTO) while not significantly compromising the efficiency of 
the cells. Due to the various possibilities, a phase-out of indium in the TCO is also expected in 2030.  
 

Table 7-9: Development of the specific material composition of CI(G)S modules upon consideration of material 
efficiency measures and improvements in module efficiency 

CIGS [kg/MW] 2015 2020 2030 2040 2050 
Cu 48 42 32 25 19 
In 26 23 18 14 10 
Ga 14 12 9 7 5 
Se 130 113 87 67 52 

Cd (Buffer layer) 8 5 0 0 0 
In (TCO) 44 30 0 0 0 
Sn (TCO) 6 6 5 4 4 

 

Table 7-10: Development of the specific material composition of CdTe modules upon consideration of material 
efficiency measures and improvements in module efficiency  

CdTe [kg/MW] 2015 2020 2030 2040 2050 
Cd 90 78 58 42 30 
Te 149 128 95 69 49 

Cd (Buffer layer) 21 14 0 0 0 
In (TCO) 14 10 0 0 0 
Sn (TCO) 22 20 18 16 14 

 

Aluminium frames currently dominate the PV market, mainly due to the low cost and high 
mechanical strength. Nonetheless, there are other types of module frames that are being researched, 
which can be represented much stronger in the market in the future. According to ITRPV (2017), 
alternative modules frames, particularly steel and plastic, are expected to progressively gain market 
shares with around 26 % in 2027. Plastic or polymer-based frames represent a lighter alternative, 
which reduces grounding costs and current leakage risk occurring with aluminium frame due to its 
conductive nature (Ehbing et al. 2013; Wu et al. 2016). Moreover, plastic frames might feature 
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similar durability and weather resistance as their aluminium counterparts (BASF 2017). They are 
therefore assumed to reach around 45 % of the frame shares in 2050, based on the linear trend 
assumed by ITRPV. Another feasible alternative to aluminium frames is stainless steel frames, which 
can be made thinner than aluminium frames. This causes steel frames to possess the potential of 
reducing shadowing effects on the edges of the modules besides being capable of withstanding 
robust environment conditions (ISSF 2010). However, being slightly more expensive, steel frames 
are assumed to represent only up to 20 % of the shares in 2050. A linear interpolation is used to 
determine the type of frame share for each year. 

 

7.3 Lifespan of photovoltaics 

Some of the main causes of failures in PV modules are junction box failure, frame and glass 
breakage, cell cracks and shunt hot spots (Köntges et al. 2014). However, due to the modular nature 
of PV power plants, defect modules can be replaced easily without affecting the entire operation of a 
plant for an extended period. This is different in wind turbines as it is a common practice that some 
of the malfunctioning components will be repaired for days or even weeks. Therefore, as opposed to 
wind turbines, where different types of repair works are defined (minor, major and replacement), 
only component replacements are considered for PV plants. The exact amount of capacities that 
needs to be replaced is determined by the Weibull distribution and is augmented to the annual 
installed capacity. Thorough literature research on the Weibull distribution of the PV lifespan shows 
that the shape parameter, k, ranges between 2 and 14.41, whereas the scale parameter, λ, lies 
between 25 and 29.6. The full list of studies investigating the Weibull-distribution of PV plants can 
be found in (Collins et al. 2009; Laronde et al. 2010a; Kleiss 2016; Klise 2016; Laronde et al. 2010b; 
Zimmermann 2013). In this thesis, the average value of k = 5.3 and λ = 27.3 are used.  
 

 

7.4 Further development scenario of photovoltaics 

The market shares of the individual PV technology types are vital factors in determining future 
material demand. In reality, the development of the PV market in Germany will be heavily affected 
by the global market. In order to account for the uncertainties on how the PV market in Germany 
will develop in the future, two possible market development scenarios are proposed, which allow for 
the consideration of a range of various possible developments. These scenarios are inspired by the 
market developments proposed by Viebahn et al. (2014). In all scenarios, the market share of c-Si 
modules is shared equally by mono and multi-crystalline PV modules. 
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7.4.1 Conservative scenario 
 
The conservative scenario assumes low dynamics in terms of the technology mix in the PV market, 
where the trends of the past are expected to continue in the future. The continuing decrease in the 
feed-in-tariff is expected to result in a higher domestic self-consumption. This would lead to an 
increased adaptation of decentralised energy systems. Therefore, rooftop PV plants are assumed to 
continue their dominance in the market with a share of 85 % in 2050. Besides that, rooftop PV 
plants are currently not subjected to implantation restriction as opposed to ground-mounted plants 
(see (EEG 2017)), which makes the designing and installation of rooftop PV plants to be less 
complicated than its counterpart. The decreasing market shares of ground-mounted plants between 
2011 and 2012 can be explained by the removal of subsidies dedicated to plants on croplands from 
2011 onwards, and those dedicated to the large plants of more than 10 MW. A further low share of 
ground-mounted plants can be expected in the future due to land use competition that could be 
exacerbated in the future. However, a complete phase-out of ground-mounted PV plants is not 
foreseeable mainly due to the decrease of BOS-costs, making ground-mounted plants economically 
attractive. A share of 10 % is therefore assumed for ground-mounted plants in 2050. In terms of 
BIPV, only a 5 % market share is assumed for 2050 as in Viebahn et al. (2014). It should, however, 
be noted that an error in the BIPV shares would have a limited impact on the material composition 
as mounting structures for BIPV only contain steel and aluminium, both noncritical and according 
to Jungbluth et al. (2010), in similar proportions as flat roof mounting structures. 

Following the clear trend of the past years, crystalline modules are assumed to be a dominant market 
leader in the future, as shown in Figure 7-4. There are two main points to support this. Firstly, the 
argument that thin-film modules are cheaper than c-Si modules is not valid anymore, as shown in 
Figure 7-5. The price difference between thin film and c-Si modules has decreased over the past 
years and since 2015, the average global c-Si module prices have been lower than that of thin-film 
modules. Secondly, thin-film modules feature a lower efficiency and are not expected to surpass the 
efficiencies of c-Si modules until 2050 (IEA 2014). Therefore, the savings offered by lighter thin-
film panels are somewhat offset by the additional costs of the BOS, if required to produce the same 
amount of energy as c-Si modules. Thin films can, therefore, be unsuited for limited roof areas. 
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Figure 7-3: Market share development of PV plant  
types according to the conservative scenario 

 

Figure 7-4: Market share development of PV modules 
according to the conservative scenario  

 

 

Figure 7-5: Difference between quarterly global average c-Si and thin-film module prices (PSE internal data 2018) 
 

 

7.4.2 Alternative scenario 
 

The thin-film scenario describes an overall trend toward large rooftop and ground-mounted plants, 
associated with a growing share of thin-film modules. It is assumed that the decreasing price of PV-
plants motivates investors to install larger plants. Such a centralized energy system was already 
discernible in 2012 with a record 40 % share of ground-mounted plants. In this scenario, ground-
mounted PV plants are assumed to reach this record value of 40% in 2050 again. The growing land-
use competition, mentioned in the previous section, could be reduced through emerging PV-systems 
such as agro-photovoltaic plants (Rösch 2016) or even floating PV systems (Choi 2014). Another 
plausible argument for the increasing share of ground-mounted PV is the interest in manufacturing 
larger PV modules. Although larger PV modules are not a success story yet and are often associated 
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with the bankruptcy of “Applied Material” who was the pioneer of this idea, research on this idea 
has gained momentum in recent years. This is mainly due to the massive cost reduction that can be 
achieved by reducing the capital equipment expenditure (Horowitz et al. 2017). If this can be 
realized in the future, then the lower cost will be a further catalyst for ground-mounted PV plants. 
Therefore, the market share of ground-mounted plants is projected to reach 40 % in the alternative 
scenario. Rooftop plants are assumed to represent 55 % of the PV-plants in 2050 and remain as 
market leader, with growing installations of medium (10-100 kWp) and large (>100 kWp) sized 
rooftop plants such as industrial and commercial buildings. Similar to the conservative scenario, 
BIPV is assumed to have 5 % of market share in 2050. 

As the efficiency of thin films will not surpass that of c-Si PV modules, thin film plants are more 
likely to be competitive only for large PV plants where land use is not an issue. Besides, the 
resurgence of thin films could also be enabled by a stronger drop in the module costs. The 
roadmaps of Viebahn et al. (2014) and Marscheider-Weidemann et al. (2016) assumed a 40 % 
market share of thin-film modules in 2050, which has been assessed as too ambitious by PV experts 
that were interviewed within the framework of this thesis. As a more reasonable estimate, thin film 
plants are assumed to reach 25 % market shares in 2050.  

The further leadership of CdTe over CIGS in Germany remains unclear, as there are strong 
arguments for both technologies. CdTe and CIGS are quite similar in terms of module efficiency, 
with the highest recorded efficiencies of 18.6 % and 19.2 % respectively (Green et al. 2018). 
However, CdTe modules currently represent 60 % of all thin-film modules produced worldwide. 
Moreover, the replacement of cadmium, whose toxicity led to the growing unpopularity of CdTe, is 
currently an object of research (Marscheider-Weidemann et al. 2016) and there are plausible ways to 
successfully reduce a significant amount of cadmium in the modules. Besides that, another 
important argument for CdTe is the main manufacturer, the American company First Solar, who is 
the only thin-film manufacturer among the top-10 module suppliers globally in 2016. If First Solar 
remains a major player in the PV industry, CdTe would be expected to continue having significant 
market shares. Two main arguments can be put forward to support this hypothesis as follows: 

� First Solar benefits from a mature manufacturing process. This is shown through the 
launching of its Series 6 of CdTe modules in Q2 2018, which offer better efficiency at a 
reduced cost. 

� The partnership between First Solar and GE can further accelerate the development of thin-
film modules in terms of increasing efficiency and increasing costs competitiveness. 

CIGS modules on the other hand, only contain a fraction of the cadmium found in CdTe, 
specifically in the buffer layer, which can be easily replaced by other elements. The main 
manufacturer of CIGS modules is the Japanese Solar Frontier, which is reported to have a high 
potential to become a main player in the manufacturing market in the future. Furthermore, the 
German-based CIGS research and manufacturing company, Manz CIGS Technology GmbH, was 
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recently sold to Shanghai Electric and Shenhua, with the objective of building a single global leading 
research pole for the CIGS industry. This could further catalyst the development of the CIGS 
modules.  

As a conclusion, CdTe and CIGS are both assumed to be well implemented on the market in 2050 
in the thin-film scenario, with a slight advantage for CIGS due to the absence (see chapter 7.2) of 
toxic materials and the manufacturing in Germany via Manz which could cater for the local market. 
CdTe is therefore assumed to represent 40 % of the thin film modules in 2050, and CIGS 60 % of 
the thin film modules.  

 

 

Figure 7-6: Market share development of PV plant  
types according to the thin-film scenario 

 

Figure 7-7: Market share development of PV modules 
according to the thin-film scenario 
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8 Batteries 

In this chapter, the current status and the development of traction batteries in EVs and batteries in 
stationary applications in Germany are described. Stationary batteries are differentiated between 
home batteries and stand-alone battery power plants.  

 

8.1 Home battery system 

Home batteries are generally installed together with a PV rooftop system in order to increase the 
self-consumption rate of electricity in households. According to the annual monitoring report of PV 
home storage systems in Germany by (Figgener et al. 2018), every second installed PV rooftop plant 
in 2017 was installed together with a battery. Currently, there is a total installed battery power of 
280 MW, with a storage capacity of approximately 600 MWh in Germany. This can be expected to 
increase in the future since the cost of PV home storage systems will be significantly lower in the 
future, which makes installing a battery together with a PV system very cost efficient according to 
the economic benefit that they can provide (Agora Energiewende 2013). Figure 8-1 shows the 
market shares of the type of newly installed batteries from 2013 until 2017. It can clearly be seen 
that the market shifted from Pb-acid to Li-Ion batteries, such that almost all of the newly installed 
batteries by the end of 2017 only consist of the latter type. The staggering dominance of Li-Ion 
batteries can be attributed mainly to the rapidly falling price and the high energy density that makes 
it possible to be compact and easy to be installed at homes.  

 

 
Figure 8-1: Market shares of the number of Pb-acid and Li-ion batteries in PV home battery systems in Germany. Figure 
translated into English from (Figgener et al. 2018) 
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8.2 Stationary battery power plants 

The fundamental use of stationary battery power plants in Germany is to provide primary control 
for frequency regulation in the power grid (Stenzel et al. 2018). The fast reaction time of a battery to 
store and provide electricity in a very short time makes it a suitable technology to balance out the 
constant feed-in and off-take of electricity in the power grid. Apart from that, large battery systems 
are also used for the decentralized integration of renewables within a smart-grid system, for instance 
as district storages (Brautigam et al. 2018). Similar to home battery systems, the installation of 
stationary batteries has been growing significantly mainly due to the large penetration of intermittent 
renewable energy sources in the energy system. The development of the cumulative installed 
capacity of stationary storages in Germany is shown in Figure 8-2. 430 MW of battery power is 
currently installed, providing a capacity of slightly more than 550 MWh (Stenzel et al. 2018). By the 
end of 2017, almost 96 % of all stationary batteries consist of Li-ion batteries, with a small share of 
redox-flow, Na-S and lead-acid batteries.  

 

 
Figure 8-2: Cumulative installed capacity of stationary battery systems in Germany. Data from 2012 until 2017 is 
provided by the (DOE 2018). Missing year-of-commissioning in the dataset was assumed two years after the date of 
announcement. Data of 2018 is provided by (Stenzel et al. 2018) since the (DOE 2018) did not continue their data 
monitoring in 2018. 

 

8.3 Batteries in electric vehicles 

By the end of 2017, the share of EVs in Germany only amounted to less than 1 % of the total 
number of vehicles. The newly registered EVs in 2017 represent 3.2 % of the total vehicles 
registered in the same year. Some of the challenges that are faced by EVs, apart from the short 
millage due to limitations of the batteries, are the higher prices compared to conventional vehicles 
and lack of public charging infrastructures, which limits the travel distance unpreventably. For 
example, 4730 charging poles (12500 charging points), of which only 850 are fast charging poles, 
were publically available in 2017, which is extremely low compared to the 290000 of EVs currently 
in Germany. Nonetheless, EVs are expected to significantly expand in Germany due to three main 
reasons. First and foremost, EVs profit from the support of the German government via regulatory 
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incentives. The Electric Mobility Act was introduced in 2015 and defined some incentives and 
privileges for EVs. Furthermore, the government also pledged to invest € 1bn in order to provide 
subsidies to purchasers of EVs and to expand the charging infrastructure throughout the country 
(BMWi 2018). Secondly, the automobile industry in Germany is actively investing in EVs, that 
increasing number of models can be expected in the near future. For instance, VW and BMW have 
pledged 127 billion USD until 2025 in order to develop new EV models and expand production 
capacity (DW 2018). Thirdly, the prices of EVs are expected to drop considerably in the near future 
and become competitive with conventional vehicles. The main reason for the high price of EVs in 
the past has been the high price of Li-Ion batteries. For instance, BNEF (2018) reports that the 
average price of batteries for EVs in 2010 was around 1000 USD/kWh. Seven years later, the 
average price for batteries in EVs dropped to 209 USD/kWh. Additional improvements in energy 
density and cost reduction are expected to suppress the cost of EVs even further. 

In order to accurately estimate the market share of the battery types in the German EV fleet the 
registration of vehicles provided by the Federal Motor Vehicle Transport Authority (known as the 
Kraftfahrt-Bundesamt (KBA) in German) is analysed in detail. Statistics collected on the number of 
EVs are shown in Figure 8-3. The differences between the types of EVs are as follows: 

� Hybrid electric vehicles (HEV): The main power source of a HEV is the internal 
combustion engine (ICE), while a battery is used to complement the ICE. Therefore, 
batteries in a HEV have much smaller capacity compared to other types of EVs. The battery 
cannot be plugged in as it is purely charged by the regenerative braking. 

� Plug-in hybrid electric vehicle (PHEV): The main power source of a PHEV is the battery-
powered electric motor, while an ICE is used to complement the battery, especially when the 
battery is fully discharged or even in some cases when extra power is needed. The battery of 
a PHEV can be charged by regenerative braking as well as by plugging it in.  

� Battery electric vehicle (BEV): A BEV is solely powered by the battery-powered electric 
motor without an ICE, which has to be charged by plugging it in. 

With 70 % market share among EVs by the end of 2017, the German market is currently dominated 
by HEVs. Toyota Yaris, Toyota Auris, Honda Jazz and Lexus models are the highest selling HEVs 
which makes up to 75% market. As mentioned earlier, since batteries are only of secondary 
importance in HEVs, they do not need to have a high energy density or capacity but a high cycle life 
due to the extremely high frequency of charging and discharging is of utmost importance. NiMH 
batteries fulfil these requirements and hence have been the preferred choice of batteries for HEVs. 
On the contrary, BEVs and PHEVs only use Li-Ion batteries. Marscheider-Weidemann et al. (2016) 
and Glöser-Chahoud (2017) reported that the global market share for BEV and PHEV are similar, 
with NMC having the largest share followed by LMO, NCA and LFP. In order to estimate the 
market shares of the battery types in Germany, it is therefore assumed that NMC and LMO are also 
the market leaders in Germany regarding BEV and PHEV. Since LFP is currently only used by 
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Chinese EV manufacturers (Azevedo et al. 2018), it is completely removed from the market share in 
Germany. In terms of NCA, the only known model in Germany that utilized this technology is 
Tesla, specifically Model S and Model X, of which there are only 7500 units in total in Germany. 
The complete current market share of the battery types in the German EV fleet is illustrated in 
Figure 8-4. 

 

 
Figure 8-3: Total number of registered EVs in Germany 
from the beginning of 2012 until the beginning of 2018 
(KfB 2018) 

 
Figure 8-4: Market share of battery types in the 
German EV fleet in 2017 

 

8.4 Material composition of batteries 

The specific material demands of the batteries are presented in this chapter for the materials in the 
cell, housing (including wirings), and the battery management system. Since this thesis only analyses 
the demand for traction batteries, lead Pb-acid batteries for SLI purposes in EVs are not considered. 
Firstly, the specific material demands of the cathode in Li-Ion batteries according to various studies 
are listed in Table 8-3. The material composition relates to Li-Ion batteries that are currently 
available, which means that the NMC refers to the NMC111 concept whereas the NCA refers to the 
typical NCA batteries that utilize 80 % nickel, 15 % cobalt and 5 % aluminium. All anode materials 
are assumed to be graphite, which represents almost 90 % of the global market share of anodes in 
Li-Ion batteries (Pillot 2017). The cathode and anode in a battery cell are connected to aluminium 
and copper current collectors respectively. The specific demand of copper is 0.45 kg/kWh whereas 
the aluminium demand is 0.78 kg/kWh for the current collectors, both taken from the average 
values of the specific demand of collectors from Stahl et al. (2016). In terms of the electrolyte, 
Lithium-hexafluorophosphate (LiPH6) is generally used in Li-ion batteries. Stahl et al. (2016) 
reported that 0.7 kg/kWh of electrolytes are used on average by Li-ion batteries, which corresponds 
to 0.03 kg/kWh of lithium.  
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The specific demands of all other investigated battery types are listed in Table 8-4. In terms of the 
specific nickel demand in NiMH, values vary between 40 kg/kWh (Angerer 2009) and 26.4 kg/kWh. 
In this thesis, the specific demand proposed by Mudgal et al. (2011) is applied, as this represents the 
life-cycle-inventory that considers each step in the manufacturing process. Correspondingly, the 
cobalt content is also chosen from Mudgal et al. (2011). For the specific demand of Vanadium in 
VRFB, the average values are used from the listed literature sources in Table 8-4. The specific 
lithium demand in Li-S and Li-Air are extremely scarce in the literature since these batteries are still 
under research. Gerssen-Gondelach and Faaij (2012) reported that both battery concepts contain 
0.52 kg/kWh of lithium. However, these values were taken from Andersson and Råde (2001), who 
mentioned that the lithium demand of Li-Metal batteries, which includes Li-S and Li-air, can vary 
between 0.26 and 0.52 kg/kWh. Deng et al. (2017) conducted an LCA on a 61.8 kWh Li-S battery 
and found out that it contains 0.24 kg/kWh of lithium, which is close to the minimum value 
reported by Andersson and Råde (2001). Therefore, the lithium demands for post-Li-ion concepts 
are assumed to 0.24 kg/kWh since it is based on an actual life-cycle-inventory of a battery. An 
additional demand of 4 g/kWh of lithium is considered as the amount of lithium in the electrolyte of 
Li-Ion batteries (Deng et al. 2017). Apart from the cells, a battery also requires materials for its 
housing as well as casing and interconnections of the cells. These demands are listed in Table 8-1. 
For Li-ion batteries, the material demand may slightly vary in reality according to the cell types. 
However, for the estimation of the total material demand, this is simplified where the average 
specific demand of various Li-Ion cell types is applied. 

 
Table 8-1: Specific material demand (kg/kWh) of the battery housing and wirings of Li-Ion, NiMH, Na-S and VRF 
batteries. Source: (Stahl et al. 2016) 

Fe Al Cu 
Li-ion 2.9 0.3 0.3 
Na-S 1.3 2.7 0.3 
V-V 0.5 1.6 0.9 

NiMH 16.7 - - 

 

Another important infrastructure in a battery system is the battery management system (BMS), 
which is important to ensure that the battery is functioning in a safe operating area. Some of the 
more specific functions of a BMS are controlling the charging current to prevent an overcharge, 
controlling the needs for cooling to prevent overheating and balancing the operation of various cells 
to maximize the capacity of the battery (Andrea 2010). The weight percentage of a BMS is 
dominated by aluminium, copper and steel, which is used for the housing and wiring (Stahl et al. 
2016). Moreover, it also consists of electronic components such as integrated circuits and transistors. 
The specific material demand of BMS, as listed in Table 8-2, is used in this thesis as a proxy for the 
BMS for all types of batteries. 
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Table 8-2: Material composition of battery management system (BMS) for all types of batteries. Source: (Stahl et al. 
2016) 

Metal Fe Al  Sn  Cu Au  Ni  Ag Zn Mn Mo Ta 
g/battery 74.0 235.0 5.9 31.9 0.1 0.4 3.6 0.1 0.1 1.3 0.5 
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8.5 Material efficiency measures in batteries 

Explicit material efficiency measures in terms of specific types of batteries are not available in the 
literature to the best knowledge of the author. The reason for this is that batteries such as Li-ion and 
VRFB are relatively young, where the priorities in research lie elsewhere. Majority of the current 
research involving batteries is primarily focused on increasing the performance and safety of the 
batteries while reducing the specific costs. Nonetheless, focusing on these fields can indirectly 
reduce specific material demands. As an example, there are several types of “next generation” NMC 
cathode compositions currently being actively researched and developed. Some of the more 
prominent ones are the NMC 622 and NMC 8119, which have superior energy density compared to 
the usual NMC 111. As can be seen from the specific material demand of both former concepts in 
Table 8-5, more advanced NMC cell concepts reduce the specific demand for lithium, manganese 
and cobalt but at the expense of nickel. The drive to increase the nickel share in the NMC battery is 
motivated by the potential to increase the battery capacity and energy density (Manthiram 2017). In 
addition to that, it reduces the total cost since cobalt is the most expensive metal in that 
composition. However, increasing the nickel content deteriorates the thermal stability of the battery, 
which is otherwise provided by manganese and cobalt (Bak et al. 2014). In this thesis, it is assumed 
that this challenge will eventually be overcome, based on promising research developments (see 
(Dixit et al. 2017; Visser and Gao 2018)). The expected market shares of the advanced NMC cell 
concepts derived based on a projection by IEA (2018b) are shown in Figure 8-5. 
 

Table 8-5: Specific material composition [kg/kWh] of various NMC cathodes. The values for NMC 111 are obtained 
from Table 8-3 whereas the rest of the material compositions is obtained from Olivetti et al. (2017) 

 Li Mn Ni Co 

NMC 111 0.16 0.35 0.40 0.44 

NMC 622 0.13 0.20 0.64 0.21 

NMC 811 0.11 0.09 0.75 0.09 

 

In terms of developments in NCA, the progress is mainly driven by Tesla. According to several 
reports, the latest NCA batteries of Tesla already requires less cobalt compared to the NMC 811 
batteries. In addition to that, the CEO of Tesla, Elon Musk, mentioned that Tesla aims to 
completely remove the cobalt content from their batteries by 2019. However, since there are no 
scientific evidence at the time of the completion of this thesis to support these statements, complete 
removal of cobalt from the NCA batteries is not considered. Nonetheless, the cobalt content is 
assumed to decrease down to the content of a NMC 811 by 2020.  

 

                                                 
9 The digits represent the composition of nickel, manganese and cobalt respectively. For example, a NMC 811 means that the cathode 
consists of 80% of nickel, 10% of manganese and 10% of cobalt.  
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Figure 8-5: Projected market share of NMC cell concepts in Germany 

 
Further reduction of specific material demand will come as a result of the increasing energy density 
of the batteries. A new cell concept that can contribute to significantly higher energy density is the 
use of alloy materials as anodes in Li-Ion batteries. Among alloy metals such as germanium, tin and 
antimony that are considered suitable, silicon stands out to be the most promising candidate 
(Goriparti et al. 2014). Compared to graphite, which has a theoretical gravimetric capacity of 
372 mAh/g, silicon’s capacity is approximately 4200 mAh/g (Casimir et al. 2016). However, the 
biggest drawback of silicon is the extreme expansion (~400% of original volume) of silicon during 
the charge and discharge process, which eventually causes cracks and degradation in the electrode, 
unstable SEI and loss of contact with the charge collectors. Ultimately, this lowers the cycle life of 
the battery and fades the capacity considerably. One of the propositions to mitigate this problem is 
to use the mixture of silicon and graphite (Si/C anodes) as opposed to pure silicon anode. Besides 
that, the use of novel structures such as thin-films (Tocoglu et al. 2013) or nanotubes (Wen et al. 
2013) can support and distribute the stress resulting from the expansion during the charge and 
discharge process (Liao et al. 2018). Jin et al. (2017) provide a comparison of these measures in 
improving the capacity and cycle life of the batteries. Although there is currently no best solution 
that can overcome all the problems faced by silicon-based anodes, positive progress has been made 
in the past and further intensive research can lead to the successful commercialization of silicon-
based Li-Ion batteries that can reach energy density over 400 Wh/kg (Placke and Winter 2018). 

Besides that, post-Li-ion batteries also contribute to the reduction of metal demands by removing 
the needs for nickel and cobalt as well as having superior energy density. However, while this might 
be true for Li-S batteries, Li-Air batteries might contain some traces of critical metals still. As 
mentioned in chapter 2.3.3, the formation of lithium peroxides in Li-Air batteries reduces the 
performance by covering the active reaction surface of the electrodes. In order to combat this, 
certain elements are introduced to the anode as catalysts, which also improves the cycle life 
additionally (Kraytsberg and Ein-Eli 2011). Several metals have been discussed as a possible catalyst 
for Li-Air batteries, such as tin, platinum group elements (PGE), gold (Mei et al. 2016; Lu et al. 
2011) or even the combination of nickel, cobalt and manganese (Ates et al. 2016). Since a single 
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solution is not available, it is too early to assume which catalyst will be the most effective and 
economical when Li-Air is commercialized. Due to this uncertainty, no metals for catalyst are 
considered in this thesis.  

Considering all aspects, the material efficiency measure is considered to be directly proportional to 
the improvements in energy density that can be achieved by the batteries. In this thesis, different 
rates of reduction are considered for the battery types, derived based on their potential to increase 
their respective energy density, as opposed to Månberger and Stenqvist (2018), who assumed a flat 
rate for all technologies. In this thesis, 1.5 % of reduction in specific material demand per annum is 
assumed for Li-Ion batteries. This corresponds to the average energy density of NMC and NCA 
batteries in the German market in 2050 reaching between 320 and 250 Wh/kg and over 400 Wh/kg 
respectively. This can be made possible by the combined use of graphite and silicon in the anode, 
assuming that the technical challenges can be overcome. Na-S and VRFB are assumed to experience 
1.5 % and 3 % reduction of material intensity, which corresponds to the average battery energy 
density reaching up to 200 and 100 Wh/kg respectively, as mentioned by Stenzel et al. (2015). As for 
Li-S battery, the energy density is assumed to increase from 250 to around 480 Wh/kg, which 
corresponds to 2 %/a reduction in material intensity. Last but not least, Li-Air batteries, which 
reportedly have the highest potential in terms of energy density among other batteries, are assumed 
to undergo 3 % of reduction specific material demand. This is in line with the assumption that the 
energy density will reach approximately 1100 Wh/kg in 2050, which might seem very conservative 
compared to the reported maximum achievable energy density of around 5000 Wh/kg. Nonetheless, 
the energy densities assumed in this thesis represent the average market values. This means that 
while much higher values can be implemented by 2050, its application may be very limited in certain 
fields of application such as cross-continental trucks. Nonetheless, a sensitivity analysis is conducted 
to investigate the impact of the rate of reduction on the total demand in chapter 9.5.3. 

 

8.6 Further development scenarios of the battery market 

Similar to PV and wind turbines, two development scenarios are proposed for batteries in stationary 
and EVs applications. However, before deriving the possible development of the battery types in the 
future, it is important to understand the battery requirements for different applications. For EVs, 
the maximum driving range is the most vital factor, which can be improved by increasing the energy 
density of the batteries. Therefore, batteries for EVs are limited to high energy density batteries such 
as Li-Ion, Li-S and Li-Air. For stationary applications, the energy density is not as important as the 
cycle life, as a grid-connected or PV home battery will be charged and discharged at a high frequency 
due to the intermittency of the electricity generation. In this case, the cycle life is a more important 
factor to be addressed.  
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8.6.1 Stationary applications 

The starting point in deriving the development of Li-Ion batteries in stationary applications is the 
current market shares for PV home battery systems in Germany. Table 8-6 lists the top battery types 
and their respective providers whereas the market share of the battery types is illustrated in Figure 
8-6. The German market is currently dominated by LFP, followed by NMC and NCA batteries. In 
terms of the manufacturers of NCA batteries for stationary purposes, SENEC is currently the only 
manufacturer who applies this technology in their “SENEC.Home V2.1” systems. Although Tesla is 
known for their use of NCA batteries for their electric cars, the Tesla Powerwall storage units 
consist of NMC batteries.  

Due to the lack of market players, it is assumed that NCA batteries will completely phase out in 
stationary applications by 2030, where the market will converge towards LFP and NMC. A further 
convergence towards a single battery type is not expected since both batteries have strong 
arguments to be implemented in the future. While LFP has superior cycle life and is the safer option 
among both batteries, NMC is cheaper (Patry et al. 2015) and has a higher energy density. The price 
of LFP is expected to sink in the future due to the learning effects thanks to the planned 
gigafactories by CATL and BYD, two of the leading LFP battery manufacturer in the world. With 
BYD already present in the German market, their share is expected to grow in the future if they can 
offer their product at a much-reduced price. Besides that, independent of the production capacity, 
there are currently more German manufacturers for LFP batteries than NMC, who could cater to 
the local needs more effectively and remain competitive, given that their products can also be 
offered at low prices. Therefore, while both batteries are expected to stay in the German market, 
LFP is expected to have a higher market share than NMC. The complete market shares are shown in 
Figure 8-7 and Figure 8-8. 

 
Table 8-6: Market shares of the top battery providers in the 
German PV home storage market (EuPD Research 2018) 

Rank Manufacturer Country Battery type 
1 Sonnen Germany LFP 
2 LG Chem S. Korea NMC 
3 E3/DC Germany NMC 
4 SENEC Germany NCA 
5 Solarwatt Germany NMC 
6 Varta Germany LFP 
7 Daimler Germany NMC 
8 BYD China LFP 

 
 

Figure 8-6: Market shares of the battery types in the 
German PV home storage system 
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8.6.1.1 Conservative 

The basic principle of the conservative scenario is that the future market for stationary batteries will 
be dominated by posts Li-Ion batteries. All technical challenges in developing the advanced batteries 
are expected to be timely solved. Although high energy density is not an important requirement for 
stationary batteries, the decreasing cost of Li-Ion batteries and the compact construction make them 
the primary choice for stationary batteries in the future. In addition to that, the requirement for high 
cycle life to match that of high-temperature and flow batteries is assumed to be fulfilled by the 
breakthrough of Li-S, Li-air as well as solid-state concepts. The market entry for Li-S battery is 
expected in 2025, as proposed by Thielmann et al. (2015a) and Tomboy (2018), and is assumed to 
reach up to 10 % of all installed batteries in 2030. Thielmann et al. (2015a) also mention that Li-S 
will be fully capable to take over the role of Na-S and VRF batteries as mid-range storages, which 
further justifies the low need for high-temperature and redox flow batteries in this scenario. 
Therefore, both latter batteries are expected to phase out completely by 2025. Li-Air batteries are 
expected to enter the market in 2030 (Thielmann et al. 2015a; Pillot 2017; IEA 2018b; Tomboy 
2018) and is assumed to take up to 50 % of the stationary battery demand in 2050. Part of the Li-air 
and Li-S will be in all-solid-state form, which enables the batteries to be built very compact and will 
be highly suitable for PV home storage systems. Advanced Li-Ion batteries are expected to still 
remain in 2050 at a significantly reduced market share and are expected to phase out beyond 2050.  

 

8.6.1.2 Alternative 

In the alternative-scenario, it is assumed that the technical problems faced by the Li-S and Li-Air 
batteries will not be solved, hindering a timely commercialization. Instead, the market will be 
dominated by non-Li-ion batteries. This represents the extreme scenario in order to assess the 
maximum demand for vanadium as well as the minimum amount of metals related to Li-ion 
batteries. The maximum demand for vanadium has been previously estimated by Viebahn et al. 
(2014), in which the authors assumed a complete market share of VRF batteries. This is an 
exaggerated estimation since a complete market capitalization by VRF is highly unlikely. Firstly, they 
can never be used for PV home storage system due to the high requirement for area of installation. 
Li-Ion batteries are expected to be solely used for this purpose due to their compact nature and easy 
installation. Secondly, VRF will have to compete with the Na-S battery for market shares in 
applications as stand-alone battery power plants. Both batteries have high cycle numbers and are 
suitable for grid-connected applications. VRF batteries are slightly more advanced in terms of R&D 
and are expected to be fully commercialized by 2025 whereas Na-S is not expected to experience a 
significant market uptake until 2035. Nonetheless, Na-S is projected to have energy density between 
200-250 Wh/kg and a cost of production of around 80 €/kWh by 2050, which will be a major 
catalyst in opting for Na-S batteries (Stenzel et al. 2015). Furthermore, Na-S does not contain any 
critical metals, which makes securing raw materials for Na-S less challenging than VRF batteries.  
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Nonetheless, VRF batteries can be scaled much easier without having to increase the price linearly 
(DOE 2013). Furthermore, VRF batteries have the advantage of easy recyclability, such that most of 
the components can be dismantled and used in a new battery with minimal effort. Although the 
energy density of VRF cannot match that of Na-S in the future, advanced concepts such as V-Air 
can reach up to 100 Wh/kg of energy density with much superior cycle life than Na-S (Stenzel et al. 
2015). Due to these reasons, the market share of non-Li-Ion batteries is expected to be shared by 
Na-S and VRF batteries, with a slight advantage to the latter battery due to faster commercialization 
and more cost-effective scalability.  

 

  
Figure 8-7: Market shares of the installed capacity of 
stationary batteries in the conservative scenario 

Figure 8-8: Market shares of the installed capacity of 
stationary batteries in the alternative scenario 

 

8.6.2 Batteries in electric vehicles 

Regarding the future market shares of EVs, HEV is expected to lose market shares and inevitably 
disappear completely by 2030 (Thielmann et al. 2015b; Tomboy 2018). This is also in line with the 
government incentives mentioned in chapter 8.3, which are only valid for BEV and PHEV, thus 
making them more competitive in the future. Until then, the NiMH batteries in BEV will also be 
partially substituted with Li-ion batteries mainly due to economic reasons (Opitz et al. 2017; 
Michaelis et al. 2016).  

Although NCA has the highest energy density among present Li-ion batteries, it is mainly used by 
Tesla, while most of the other manufacturers use NMC batteries. The reason as to why NMC is 
preferred by most of the manufacturers is detailed by Zubi et al. (2018), who mentioned that the 
longer lifespan of the NMC brings more advantages than the weight that can be saved by NCA 
through its higher energy density. Faster charging time, contributed by the higher power density, is 
another advantage of NMC over NCA. The strategy of Tesla to create EVs with extended driving 
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mileage leaves them no choice but to use the NCA batteries. Due to this, Tesla’s EVs have a 
maximum mileage of more than 400 km, but they also have the heaviest batteries among their 
competitors. The maximum driving range of EVs from other manufacturers is generally less than 
200 km. Therefore, it is assumed that NMC will continue to be the preferred candidate of Li-ion 
batteries, while NCA will only have a small market share in the future in Germany.  

Until recently, NMC has been used together with LMO as a hybrid solution to profit from the 
advantages of both batteries. However, this has changed as manufacturers are only using NMC to 
prevent any additional weight from the relatively lower energy density LMO battery (Timofeeva 
2017). Mitsubishi i-Miev, Renault Zoe and Fiat 500 are some of the examples of models that have 
opted only for NMC batteries, having previously utilized the hybrid solution (Lluc and Beatriz 
2015). As a result, LMO is not expected to be applied in future EVs. In terms of LFP batteries, it is 
currently solely used in China, particularly in the E6 models of BYD. Although BYD has one of the 
biggest market shares in China, it does not have any significant market in the rest of the world in 
terms of EVs. Therefore, no future market entry is assumed for LFP.  

 

8.6.2.1 Conservative scenario 

The conservative scenario differs from the alternative scenario by the use of Li-S and Li-Air 
batteries. Both batteries are expected to overcome the technical and economic challenges and will be 
introduced to the market in the near future. Similar to the market shares discussed in chapter 8.6.1.1 
based on the projections of (Pillot 2017; Tomboy 2018; Azevedo et al. 2018; IEA 2018b, 2018a), Li-
S is expected to be commercialized by 2025, while the commercialization of Li-Air batteries will 
happen in 2030. Furthermore, all-solid-state batteries, which can be materialized latest by 2030 
(Thielmann et al. 2015b), will further magnify the superiority of post-Li-Ion batteries, causing Li-Ion 
batteries to be completely obsolete for EVs by 2050. NCA is expected to phase out much faster 
than the NMC since Tesla is expected to adopt the Li-S or Li-Air batteries if they are proven 
successful. 

 

8.6.2.2 Alternative scenario 

In the alternative scenario, the technical problems faced by Li-S and Li-air batteries are assumed to 
remain until 2050 and the market requirements will be fulfilled by Li-ion batteries. Although this is 
highly unlikely, this scenario serves as the extreme scenario in order to identify the maximum cobalt 
and nickel demand if a technological breakthrough in batteries does not materialize. The market will 
continue to be dominated by NMC batteries. NCA is not expected to phase out in the German 
market, as it is assumed that Tesla will have the staying power in the German market as a provider 
of long-range EVs. Reports such as (Bloomberg 2018b; Clean Technica 2018) show that Tesla’s 
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model 3 is outselling every other small and midsize luxury cars, including Audi, BMW and Mercedes 
and is even nearing the sales of bestselling conventional cars of Toyota and Honda in the US. The 
success of Tesla’s Model 3 in the US is assumed to be transferred to Europe as well, when the 
expansion of Tesla’s Model 3 to Europe takes place in 2019. In addition, Tesla aims to bring down 
battery prices to less than 100 USD/kWh by 2021 (Bloomberg 2018a). In comparison, (Pillot 2017) 
estimated that NMC cell-price will reduce from 380 USD /kWh to 150 USD /kWh in 2025 whereas 
pack cost will reduce from 370 to 210 $/kWh. However, since the production capacity of Tesla is 
very limited and is the only major manufacturer that applies this technology, the market share of 
NCA batteries is assumed to remain only at 15 %. 

 

 

 

 
Figure 8-9: Market shares of the installed capacity of 
batteries for EVs in the conservative scenario 

 Figure 8-10: Market shares of the installed capacity 
of batteries for EVs in the alternative scenario 
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9 Results  

9.1 Primary metal demand 

The cumulative material demands from 2020 to 2050 resulting from the deployment of PV, wind 
turbines and batteries in Germany according to all investigated energy pathways and scenarios are 
listed in Table 9-1. Generally, the material demand correlates with their respective market shares and 
installed capacities of each energy pathway. In terms of PV and wind turbines, the highest metal 
demand is obtained for the transformation pathway whereas the long-term pathway requires the 
least amount. For batteries, the climate protection pathway has the highest demand for most of the 
metals. 

Breaking down the metal demand of each technology in detail, the biggest demand in PV is 
contributed by the metals found in the mounting structure and module frames, namely steel and 
aluminium. In contrast, the metals found in the power electronics, such as gold, titanium and 
platinum require the least amount. The difference between demands for the conservative and the 
alternative scenario is smaller within the cell metals of c-Si modules as opposed to the cell metals 
within thin-film modules. For instance, in the transformation pathway, the silver demand in the 
alternative scenario is 12 % lower than the conservative scenario. However, the former scenario sees 
the requirement of indium to be 12 times more than the latter scenario. This inconsistency is owed 
to the assumed market shares in the scenarios and the skewed pattern of the installed capacity. The 
market share of c-Si modules in the alternative scenario reduces gradually from 99 % as of 2017 to 
45 % in 2050. However, the annual installed capacity is on average much higher from 2035 onwards 
compared to the year before that. As the material efficiency increases each year and is much greater 
in the later years, the higher installed capacity beyond 2035 suppresses the difference between the 
metal demands in the cell metals of c-Si modules in both conservative and alternative scenario.  

In terms of wind turbines, steel is the most intensively required metal followed by copper and 
alloying elements such as chromium, manganese and nickel. The conservative-scenarios generally 
require the lesser material amount. However, there is an exception in terms of copper, where the 
demand is higher in the conservative scenario in all pathways. This is due to the fact that the 
conservative scenario is characterized by the intensive use of EESG-DD drive train, which is bound 
to a nacelle containing at least twice more copper than other systems in the form of generator 
windings. This leads to an overall high demand for copper in the conservative scenarios. Another 
result that stands out is the higher demand for dysprosium and neodymium in the conservative-
climate protection scenario than the demand in the conservative-transformation scenario. Although 
the total installed capacity is lower in the climate protection scenario, it has the higher installed 
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capacity of offshore turbines, where the deployment of turbines with PM is the most intensive. 
However, this effect is not seen in the alternative scenario. This can be explained by the shift in the 
market towards drive train systems with PMs in the alternative scenarios. Since turbines with PMs 
will also be widely installed on shore in the alternative scenario, the demand for REEs increases with 
respect with the total installed capacity, which causes the transformation scenario to have the highest 
demand for REEs. 

Last but not least, steel, aluminium and copper are the most intensively required metals in batteries, 
which is a result of the demand for battery housing and wirings. In terms of the active metals, nickel 
has the highest demand, followed by lithium and cobalt. In general, the alternative scenario has a 
higher demand compared to the conservative scenario in all energy scenarios. This is owed to the 
assumption that Li-S and Li-Air will be successfully implemented in the conservative scenario and 
their potential of high energy density can be taken advantage of, thus reducing the specific metal 
demand drastically. In terms of the vanadium demand from the VRF batteries, the demand in the 
conservative scenario is the highest since they are assumed to phase out once Li-S and Li-Air 
batteries are commercialized.  
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9.2 Bottleneck analysis 

Figure 9-1 shows the range of demand-to-reserve ratio of the metals related to PV systems 
according to the static (D/R ratio) and the dynamic approach (D/Rbase). The top and bottom of the 
range represent the scenarios with the maximum and minimum demand respectively. The maximum 
demand is obtained in the transformation scenario whereas the long-term scenario provides the 
minimum demand, which corresponds to the proposed installed capacity in the scenarios. These 
limits can be further differentiated between the conservative and alternative scenarios. Results 
indicate that indium is the most critical metal with a D/R ratio between 0.17 % and 3.76 %, which 
way exceeds the maximum allocation limit of 0.1 %. Similarly, the range of silver also completely 
exceeds the allocation limit for PV. Since the minimum criticality limits of both metals exceed the 
maximum allocation limit, even the low installed capacity proposed by the long-term scenario is 
unable to prevent a supply risk. Metals such as selenium, tellurium and tin are only partially critical as 
the lower limit, provided by the long-term conservative scenario, is well below the PV allocation 
limit. Other metals in solar cells, such as nickel and gallium, as well as metals from the BOS and 
electronics, do not face any supply bottlenecks. In the dynamic approach, the maximum criticality of 
indium can be reduced significantly down to a D/Rbase of 1.9, which however, still exceeds the 
maximum limit for Germany. Similarly, the bottleneck risks of selenium and silver also could not be 
completely mitigated. Only tin is completely risk-free considering the reserve base whereas tellurium 
only barely exceeds the upper limit of the allocation limit.  
 

 
Figure 9-1: Demand-to-reserve ratio for the cumulative demand of selected metals in PV for all energy pathways and 
scenarios between 2020 and 2050. ‘Max. Limit’ represents the maximum allocation limit for Germany whereas ‘PV limit’ 
represented the maximum allocation for PV modules in Germany. In the static approach, the reserve levels of 2017 are 
used whereas in the dynamic approach, the reserve base levels are used to obtain the ratios. 

 

Regarding wind turbines, the requirements of 5 particular metals exceed the allocated budget of 
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scenario, based on the assumption of significantly larger turbines in the future, presents the highest 
risk among these metals, with the requirements for nickel reaching more than 7 times of the 
allocated budget. In the dynamic approach, the supply needs of manganese and antimony lie beneath 
the allocated budget, with the demand of nickel, copper and dysprosium still remaining higher than 
the allocation limit. Despite posing the greatest risk, it should be mentioned that nickel is 
predominantly used as an alloying element and does not contribute directly to the functionality of a 
wind turbine. Since the high risk of nickel is as a consequent of high steel demand, the usage of 
nickel can be reduced by increasing the share of concrete towers and the share of steel lattice towers. 
Furthermore, increasing the deployment of floating, jacket and tripod foundations in offshore 
turbines will also help in reducing nickel demand, as these measures are able to reduce the steel 
demand drastically. Substituting the currently used stainless steel to ferrite grade stainless steel, 
which requires significantly lesser nickel, is also possible when fabricated and applied accordingly. 
On the contrary, the high demand of copper and dysprosium is more alarming since these metals are 
fundamental to the functionality of a wind turbine, with one being the alternative for the other, in 
terms of generators with copper windings or with PM.  

 

 
Figure 9-2: Demand-to-reserve ratio for the cumulative demand of selected metals in wind turbines for all energy 
pathways and scenarios between 2020 and 2050. ‘Max. Limit’ represents the maximum allocation limit for Germany 
whereas ‘Wind turbines limit’ represents the maximum allocation for wind turbines. In the static approach, the reserve 
levels of 2017 are used whereas in the dynamic approach, the reserve base levels are used to obtain the ratios. 

 

Figure 9-3 shows the demand-to-reserve ratio of active metals for batteries in Germany. The total 
material demand for stationary storages was added to the demand for EVs in the transformation 
scenario to obtain the total material demand that is used in this analysis. Based on the results of the 
static approach, cobalt is the most critical metal since the maximum demand exceeds the allocation 
limit. This is given by all energy scenarios according to the alternative scenario. While the demands 
of lithium and nickel lie beneath the maximum allocation limit for Germany, they still exceed the 
allocation limit for batteries. The illustrated demand range for vanadium is only provided by the 
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transformation scenario since no stationary storages are proposed by the long-term and climate 
protection pathways. According to the alternative-transformation scenario, the maximum demand 
exceeds the allocation limit for batteries. While the demand-to-reserve ratios can be reduced in the 
dynamic approach, the demands for lithium and cobalt still remain critical, while the least nickel 
demand lies slightly below the allocation limit for batteries. 

 

 
Figure 9-3: Demand-to-reserve ratio for the cumulative demand of selected metals in batteries for all development and 
energy scenarios between 2020 and 2050. ‘Max. limit’ represents the maximum allocation limit for Germany whereas 
‘Battery limit’ represented the maximum allocation for batteries in stationary applications and electric vehicles in 
Germany. In the static approach, the reserve levels of 2017 are used whereas in the dynamic approach, the reserve base 
levels are used to obtain the ratios. 

 

9.3 Production constraints 

The demand-to-production (D/P) ratio is used to investigate whether the annual demands can be 
met by the current levels of production. The D/P ratios according to the maximum annual demand 
of all critical metals for all technologies are listed in Table 9-2. In terms of PV, the maximum 
demand occurs around 2040 when the installed capacity peaks to compensate for the large 
decommissioned capacity. Alarmingly, some of the critical metals include aluminium and tin, which 
are bulk metals that are produced in a large amount globally. Looking at the results in detail, indium, 
gallium and selenium are the most critical metals in all alternative scenarios as they exceed the 
maximum allocation limit for Germany. In the conservative scenario, indium and silver are the most 
critical metals. While the maximum demand of gallium, selenium, cadmium and tellurium exceed the 
limit in the long-term and climate protection alternative scenarios, a conservative development of 
PV will completely mitigate bottlenecks of these metals. Both of these pathways also do not display 
any risks in terms of aluminium.  
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previous chapter, it was mentioned that the high D/R ratio of nickel is not considered problematic 
since it is not fundamental to the functionality of a wind turbine and that the demand can be 
reduced once the application of steel is scaled down. The results given in Table 9-2 accentuate the 
need to reduce the use of steel and its alloying elements since their demands exceed the allocation 
limit for wind turbines in Germany. Similar criticality is also exhibited by copper. For batteries, a 
severe production constraint will most likely occur in lithium if the current production level is 
maintained since the maximum D/P ratio ranges between 12.9 and 22.5 across all scenarios. The 
maximum demand for cobalt also exceeds the maximum allocation limit for Germany. Another 
metal that is expected to face production constraints is vanadium. However, in the conservative 
scenario where the use of VRF batteries is limited, the bottleneck risk is fairly low.  

 
Table 9-2: D/P ratios of the maximum annual demand for each metal in all energy pathways and scenarios 

Metal 
Transformation Long-term Climate protection 

Alternative Conservative Alternative Conservative Alternative Conservative 

PV 

In 8.91 0.58 4.21 0.3 4.95 0.31 
Ag 0.42 0.48 0.23 0.27 0.27 0.32 
Sn 0.23 0.24 0.12 0.12 0.14 0.14 
Al 0.12 0.11 0.07 0.06 0.08 0.08 
Ga 2.72 0.14 1.19 0.07 1.49 0.09 
Se 2.48 0.13 1.08 0.07 1.36 0.08 
Si 0.14 0.17 0.08 0.09 0.09 0.11 
Cd 0.21 0.01 0.10 0.01 0.12 0.01 
Te 1.18 0.06 0.52 0.03 0.64 0.04 

Wind 
turbines 

Cu 0.43 0.49 0.19 0.21 0.20 0.24 
Cr 0.19 0.15 0.08 0.07 0.08 0.08 
Fe 0.24 0.17 0.11 0.08 0.12 0.10 
Ni 1.29 1.00 0.57 0.48 0.56 0.50 
Nd 5.22 2.17 2.70 1.27 3.01 1.80 
Dy 20.30 8.58 9.94 4.69 11.20 6.67 

Batteries 

Li 12.86 16.03 14.60 20.07 16.36 22.49 
Ni 0.86 0.45 1.15 0.28 1.28 0.29 
Co 3.14 2.19 3.14 1.39 3.49 1.52 
Cu 0.09 0.09 0.11 0.11 0.12 0.12 
Ta 0.10 0.10 0.11 0.11 0.11 0.11 
Va 2.66 0.14 0.00 0.00 0.00 0.00 

 

9.4 Potential of material recycling 

The secondary metal flow is defined as the metal demand that will be available at the end-of-life of a 
technology. This demand is determined according to the decommissioned capacity each year, which 
can be traced according to their year of installation. The material composition of their respective 
year of installation is then used to calculate the actual material amount that is decommissioned. 
Recycling of the investigated technologies is not a well-established process since the volume of 
technologies to be recycled is currently very low to encourage the uptake of the recycling industry. 
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Nonetheless, recycling can be an effective instrument in the future to reduce the primary material 
demand due to the deployment of these technologies. In order to assess the full potential of 
recycling in reducing the criticality of metals established in chapter 9.2, it is assumed that the entire 
secondary metal flow can be reused in manufacturing new units in a closed-loop recycling process. 
This will consequently reduce the primary metal demand.  

The secondary metal flow of critical metals in PV is shown in Table 9-3. Comparing these demands 
with the primary demands as listed in Table 9-1 shows that a development of the PV market in 
Germany according to the conservative scenarios will eventually lead to a surplus of recycled metals, 
especially in gallium, selenium, cadmium and tellurium. This occurs as a result of the low market 
share of thin-film modules in the future, which does not require a significant amount of material as 
opposed to the current in-use stock. Tellurium stands out in this case as a surplus is expected even 
in the alternative scenario. This can be explained by the tremendous material reduction potential that 
CdTe modules have, where the specific demand of tellurium can be reduced from 149 kg/MW to 
less than 49 kg/MW due to improvement in efficiency and reduction of cell thickness. Other critical 
metals such as selenium, tin and silver no longer face a bottleneck risk once a closed loop recycling 
is considered. As for the alternative scenario, surplus demand from recycling occurs for silver in the 
climate protection and long-term scenario. Although the bottleneck risk of all metals can be 
mitigated by considering closed-loop recycling of PV modules, indium still remains critical in the 
alternative scenarios with D/R ratios between 1.4 - 2.8 as well as D/Rbase ratios between 0.7 - 1.4. 

 
Table 9-3: Cumulative secondary metal flow of selected metals in PV according to all investigated scenarios from 2020 
until 2050. The secondary metal flow that is available for recovery is depending on the year of installation of the power 
plants.  

  
Transformation Climate Protection Long Term 

Alternative Conservative Alternative Conservative Alternative Conservative 
Si [kt] 161 168 146 151 116 119 
In [t] 323 79 243 73 142 61 
Ga [t] 31 9 24 8 15 7 
Se [t] 299 78 225 73 139 63 
Cd [t] 339 155 277 151 201 142 
Sn [t] 5334 5372 4505 4533 3103 3122 
Te [t] 182 168 177 167 171 167 
Ag [t] 1768 1848 1608 1661 1271 1398 

 

The D/R and D/Rbase ratios of the metal demands upon recycling for wind turbines and batteries 
are displayed in Figure 9-4. Regarding wind turbines, the supply risk of copper is partly mitigated 
according to the static approach and almost completely removed in the dynamic approach. 
However, the low recycling potential limits the risk mitigation of dysprosium in both approaches as 
the remaining material demand upon recycling still remains above the allocation limit. Results of the 
metals in batteries indicate that metal recycling can reduce the total metal demand tremendously, 
especially of lithium and cobalt, which previously exceeded the maximum allocation limit for 
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Germany. Nonetheless, the lithium demands for all energy pathways as well as nickel and cobalt 
demands in the climate protection and long-term scenarios still lie above the allocation limit for 
batteries in Germany. This improves slightly in the dynamic approach as the nickel and cobalt 
demands for the long-term scenario lies beneath the allocation limit. The bottleneck risk of lithium, 
on the other hand, is still not mitigated.  

 

  
Figure 9-4: Share of the cumulative demand compared to the global static reserve (static) and reserve base (dynamic) 
upon considering the total recyclable metal demand for wind turbines (left) and batteries (right). The red continuous 
line represents the maximum allocation limit for Germany whereas the dashed line represents the maximum allocation 
limit for wind turbines and batteries respectively. 

 

Although the results above prove that a closed loop recycling is able to mitigate the bottleneck risks 
in most cases, the question remains as to which extent is recycling able to reduce the production 
constraints to satisfy the annual metal demands. In order to investigate this matter, the D/P ratios of 
the annual demand before and after recycling are plotted for selected metals in Figure 9-5 to 
illustrate the impact of recycling in reducing production constraints. For silver, gallium and cobalt, 
the demand upon recycling creates a surplus of the metals, mostly owed to the material efficiency 
measures in producing the technologies. In terms of dysprosium, the recycled material demand 
eventually reaches surplus levels around 2048. This shows that most of the dysprosium demand will 
still be in in-use stocks by 2050 and will be available for recovery and recycling beyond 2050.  

On a different note, only beyond 2035, with the introduction of Li-air and Li-S batteries, will the 
demand for cobalt reduce and compensate for the high demands in the earlier years. 
Correspondingly, the annual demand for lithium exhibits the highest increment among all metals. 
However, it can be seen that the demand upon recycling moves downwards in the later years. 
Considering that this trend continues even beyond 2050, it is safe to assume that the production 
constraints of annual lithium demand will be minimal in the long-term future. In terms of copper, 
the demand upon recycling constantly remains below the allocation limit for wind turbines in 
Germany. 
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Figure 9-5: Comparison of demand-to-production ratios of primary annual demand (black continuous line) and annual 
demand upon considering a closed loop recycling (black dashed lines) in the conservative climate protection scenario. 
The red continuous line represents the maximum allocation for Germany whereas the red dotted line represents the 
maximum allocation for renewable energy technologies in Germany. The allocation limits are not shown for all metals 
due to the clarity of illustration purposes.  

 

9.5 Further material efficiency measures 
 

9.5.1 Wind turbines 
 
Although only two materials (copper and dysprosium) are proven to be critical in the results, the 
need to intensify research efforts and to further reduce the total material demand should not be 
undermined to continue increasing the holistic sustainability of the electricity production from wind 
turbines. Improving manufacturing techniques will clearly help in reducing the production losses, 
which currently amounts to an average of 5 % of the total material demand (Shammugam et al. 
2019a). Another strategy is to make efforts in improving the reliability of wind turbine components, 
which would reduce the additional demand due to repair and component exchanges. Improved 
reliability might also indirectly lead to the reduction of REE demand. Turbines with PM benefit, 
among others, from their higher reliability and lesser maintenance costs especially for deep-sea 
offshore turbines. By improving the reliability of electrically-excited turbines, the requirements for 
turbines with PMs can be suppressed, thus reducing the demand for REE. This however might 
incidentally lead to the increase of copper demand, a possible effect which has to be considered and 
analysed in detail.  
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In addition to that, improving material efficiency can lead to the reduction of material demand in 
particular components. As an example, Yang et al. (2017) showed that an improved design or even 
lowering the working temperature of a turbine can reduce the amount of REE in a PM. Besides that, 
material substitution is also able to contribute in reducing potential supply risks. Measures such as 
substituting dysprosium with cerium and cobalt while reducing the amount of neodymium in 
NdFeB magnets (Pathak et al. 2015) or even completely replacing the common NdFeB magnets 
with ferrite magnets (Campos et al. 2018) can ultimately reduce the REE demand. Nonetheless, it is 
important to note that these measures are still in a research phase and require significantly more 
advancement before market entry.  

On top of that, the raw material requirements in this thesis have been estimated under the 
fundamental assumption that the general design and material composition of wind turbines will not 
radically transform in the next decades. However, ground-breaking designs such as the bladeless 
design developed by Vortey Bladeless, helium-filled floating wind turbines by the MIT startup 
Altaeros Energies or even more sustainable horizontal-axis wind turbines (Aso and Cheung 2015) 
are currently being researched and tested. If these concepts are proven to be technically and 
economically viable, they can clearly rival the conventional three-blade wind turbines in the future 
and reduce the material demand in the wind energy sector.  

 

9.5.2 Photovoltaic 
 

Accelerated substitution of silver 

The criticality of silver strongly depends on the assumption of the rate of silver substitution by 
copper. In order to test the impacts of an accelerated substitution of silver, is it assumed that the 
entire c-Si modules in the German market in 2050 will be silver-free, as opposed to only 
approximately 65 % of the modules to be silver-free in the previous analysis. The accelerated 
substitution will lead to the average silver usage per cell to reduce from 95 g/cell to around 20 g/cell 
in 2035 and less than 10 g/cell by 2040. The comparison of the accelerated substitution and the 
conservative one used in the previous section are shown in Figure 9-6. The accelerated substitution 
is then applied to all conservative scenarios, which has the highest silver intensity due to c-Si 
implementation. Results show that around 50 % of the total silver demand can be reduced with the 
proposed accelerated rate of substitution, as shown in Figure 9-7. This would mean that silver no 
longer faces supply risk in the long-term scenario, while the risks of the climate protection and 
transformation scenario can be reduced tremendously even before considering recycling. This 
sensitivity analysis further strengthens the conclusion that a c-Si module based deployment of PV is 
a highly sustainable solution in the future.  
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CZTS solar cell 

Another way of reducing the supply risks related to PV is by utilizing emerging cell technologies that 
contain less critical metals. Copper-zinc-tin-sulphur (CZTS) based technology is an example of a 
thin-film solar cell similar to CIGS with indium and gallium replaced by zinc and tin respectively. 
Since it only contains relatively inexpensive metals, the production cost of CZTS cells can be very 
low and has the potential to be manufactured at a large scale in the future (Ravindiran and 
Praveenkumar 2018; Karimi et al. 2016). However, the efficiency of CZTS, currently at 12.6 %, is 
much lower than that of CdTe and CIGS (Green et al. 2018), as it still suffers from high optical 
losses and losses due to recombination effect (Lee and Ebong 2017). This proves to be a huge 
hindrance in the large scale implementation of the CZTS solar cells as the low efficiency overpowers 
the advantage of lower cost of production. If these issues are addressed soon and a higher efficiency 
can be achieved in the near future, CZTS cells can certainly pose a serious challenge to the current 
thin-film technologies and further reduce the demand for critical metals. 

 

Tandem solar-cell 

As the efficiency of a c-Si solar cell is practically limited to 27 %, efforts are being carried out to 
produce multi-junction solar cells, where a set of absorbers with varying bandgaps are used in order 
to overcome the efficiency limit. According to Cariou et al. (2018), two material systems that are 
currently discussed as suitable absorbers on silicon are the perovskite and III-V materials. 

Perovskite solar cells have gained much attention lately as cell efficiency of more than 20 % is 
achieved in less than four years of development (Green et al. 2014; Lee and Ebong 2017). The 
highest recorded cell efficiency of a single-junction perovskite cell is 22.7 %, which is even higher 

 
Figure 9-6 Comparison between the conservative and 
accelerated rate of silver substitution in PV modules 

 

 
Figure 9-7: Reduction of the total silver demand based 
on the accelerated silver substitution in comparison to 
the conservative substitution rate  
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than the efficiency of CdTe solar cells (Green et al. 2018). Other advantages of perovskite cells 
include low recombination losses (Ball et al. 2013) and wide light absorption range (Grätzel 2014; 
Snaith 2013), which enables the absorber thickness to be much lesser than the ones by CdTe and 
CIGS cells. On the flipside, perovskite cells have high photocurrent losses due to parasitic 
absorption and a fairly low fill factor (Lee and Ebong 2017). In addition to that, perovskite cells also 
display stability issues and are very sensitive to moisture during manufacturing and operation 
(Troughton et al. 2017; Song et al. 2016), which is why the high-efficiency perovskite cells are 
currently only made in highly controlled conditions. This proves to be a serious problem as a large-
scale production under such condition can be financially unattractive. However, ongoing efforts in 
the research is determined in finding ways of achieving this high efficiency in a more efficient 
manufacturing process which would suit a large-scale production (Fakharuddin et al. 2016; Seok et 
al. 2018; Saliba et al. 2018; Luo et al. 2015; Lei et al. 2015). Another major issue that can hinder the 
application of perovskite cells, especially in the EU, is the usage of the toxic metal lead. To address 
this matter, alternatives are currently being intensively researched, with tin, bismuth and antimony all 
proving to be a viable substitution of lead in the perovskite cells (Kamat et al. 2017; Wang et al. 
2018; Ali et al. 2018). If all of these shortcomings of perovskite cells can be overcome in the near 
future, it has the potential to be strongly commercialized and compete even with c-Si cells for 
market shares. 

The second concept involves a combination of III-V semiconductors with silicon substrates (III-
V//Si). This concept is highly attractive since the multi-junction architecture enables high efficiency 
in combination with the low cost of Si substrates (Feifel et al. 2018). The highest recorded efficiency 
of such a concept is 35.9 % measured at standard conditions (Essig et al. 2017), which however 
involves complex module integration. Cariou et al. (2018) managed to achieve a cell efficiency of 
33.3 % using a less complex process involving direct wafer bonding. Nonetheless, both processes 
are highly expensive and are currently not suitable for large-scale industrial application. According to 
Essig et al. (2017), the price of III-V//Si solar cell lies between 4.85 and 8.24 USD/Wp, depending 
on the particular III-V metals applied. This proves to be extremely high in comparison with the 
commercially available single-junction c-Si solar cell, estimated to be between 0.3 and 0.35 USD/Wp. 
The authors also further predict that the cost can be reduced to 0.66 USD/Wp in the long term and 
further improve the competitiveness of the III-V//Si solar cell.  

 

9.5.3 Batteries 
 

Increase in energy density 

The results presented in chapter 9 reflect the consequences of a reduction in specific material 
demand orientated on the improvement in energy density as detailed in chapter 1.9. In this section, 
the implications of an even aggressive increase in energy density on the total material demand are 
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investigated by conducting a sensitivity analysis to the rate of reduction of material intensity. This is 
carried out exemplarily for Li-Air batteries since they still have much room for improvements 
according to their maximum achievable energy density. In the previous analysis, a 3 % reduction in 
material density is assumed, corresponding to an increase from 450 Wh/kg to 1100 Wh/kg in 2050. 
The reduction in the total material demand is shown exemplarily for lithium in the conservative 
climate protection scenario for each unit increment of the material intensity reduction. Results show 
that at 4% reduction of material intensity, the material demand of lithium upon recycling already lies 
beneath the allocation limit. This shows the importance of continuing the intensive research and 
development in batteries in order to increase the energy density, which not only improves the 
mileage in EVs but also indirectly contributes to the reduction of total material requirement. 

 

 
Figure 9-8: Reduction of the total lithium demand for every increment in the reduction rate of specific material demand, 
shown exemplarily for the conservative climate protection scenario. Maximum allocation limit is at 64 kt. 

 

Second-life batteries 

Another way of decreasing the material demand is the deployment of used batteries for a second life 
application, also known as second life batteries. In EVs, Li-Ion batteries will have to be replaced 
once the capacity of the batteries have reached between 70 to 80 % of their initial capacity (Casals et 
al. 2017) since the driving range will be extremely limited at that capacity. This usually occurs 
between 7 to 10 years upon usage. Instead of dismantling and recycling the batteries while it still has 
80 % of the initial capacity, they can be further used in other applications until their maximum 
lifespan is reached, especially as stationary storages. It is a win-win situation for both fields of 
applications since the second life batteries can be purchased at a lower price, which then, in turn, 
reduces the cost of ownership of EVs (Jiao and Evans 2016). Fischhaber et al. (2016) identified 
possible application fields for second life batteries and reported that they can be used for various 
stationary applications such as providing spinning reserves, load-shifting and even for energy trading 
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on the day-ahead or intraday platforms. Reid and Julver (2016) investigated the process of 
remanufacturing used batteries from EVs for second life purposes and reported that the batteries 
can be used 10 to 15 years more before being recycled.  

The potential of second-life batteries in reducing material demand is tested for the transformation 
scenario since it is the only scenario that expands battery capacity for stationary applications. The 
total capacity of all decommissioned NMC batteries in the conservative transformation scenario 
after 10 years of usage in EVs is approximately 229 GWh. Even after considering that they only 
possess 70 % of their initial capacity, 160 GWh of battery capacity will be available, which is 
considerably higher than the 79 GWh of proposed total battery capacity for stationary applications. 
This proves the enormous potential of second life batteries in reducing the material demand of 
batteries in stationary applications. 

 

9.6 Granger-causality between metal prices10 

Once the supply bottlenecks have been identified, the relationship between the prices of active 
metals in PV, wind turbines and batteries are investigated and presented in this sub-chapter. This is 
achieved by conducting a pair-wise Granger-causality test for predefined metal pairs based on their 
nature of joint production and joint consumption. The results of unit root and cointegration tests 
for all metal pairs are presented independently of their production or consumption behaviour. The 
results of the ADF and KPSS tests are presented in Table 15-3 (in the Appendix). The price series 
of all metals are stationary at first order according to the ADF test at 1 % significance level and 
insignificant KPSS statistic. Only the gold price is accepted to be stationary at a 10 % significance 
level according to the KPSS test. Based on these results, the maximum order of integration of all 
pairs of time series is set to be one. The optimal lag lengths chosen based on BIC is listed in Table 
15-4. The results of the Breusch-Godfrey (BG) test are also listed in Table 15-4 (Appendix), which 
indicate that the final lag lengths of all metal pairs do not have serial autocorrelations in the residuals 
at 5 % significance level. The trace and the maximum eigenvalue statistics of the Johansen’s 
cointegration test are listed in Table 9-4. The cointegration results are used to cross-check the final 
Granger-causality results, where causality in any direction has to be present if a cointegration is 
detected between the metals. Results show that 10 metal pairs have a cointegration relationship at 
the first rank, with lead-copper and steel-dysprosium showing the most significant cointegration 
relationship according to both trace and maximum eigenvalue tests.  

                                                 
10 Some parts of this sub-chapter have been published in (Shammugam et al. 2019b). These contents have been revised 
and editorially amended as part of this thesis. 
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Table 9-4: Results of the Johansen cointegration test. In summary, cointegration exists between 10 metal pairs. This 
result will be cross-checked and validated with the results in chapter 9.5.1 and 9.5.2 as causal links are expected between 
these metal pairs. 

 * represents 10% significance level, ** 5% significance level and *** 1% significance level. 

Metal pair Rank Trace statistic Max. eigenvalue 
statistic Metal pair Rank Trace statistic Max. eigenvalue 

statistic 
Al-Ga 0 8.89 8.58 Ag-Cu 0 7.13 7.02 
Al-Ga 1 0.30 0.30 Ag-Cu 1 0.11 0.11 
Ag-Au 0 11.44* 11.22* Ag-Ni 0 6.86 6.54 
Ag-Au 1 0.21 0.21 Ag-Ni 1 0.33 0.33 
Ag-Zn 0 5.25 4.88 In-Ga 0 2.94 2.78 
Ag-Zn 1 0.37 0.37 In-Ga 1 0.16 0.16 
Au-Cu 0 13.41** 13.31** In-Se 0 6.14 5.67 
Au-Cu 1 0.09 0.09 In-Se 1 0.48 0.48 
Cu-Mo 0 6.04 5.58 In-Cu 0 6.84 6.58 
Cu-Mo 1 0.46 0.46 In-Cu 1 0.26 0.26 
Cu-Se 0 10.61* 10.44* Ga-Se 0 8.39 7.56 
Cu-Se 1 0.17 0.17 Ga-Se 1 0.83 0.83 
Cu-Co 0 3.55 3.27 Ga-Cu 0 6.73 6.63 
Cu-Co 1 0.28 0.28 Ga-Cu 1 0.10 0.10 
Fe-Dy 0 18.53*** 18.52*** Ag-Ga 0 5.78 5.32 
Fe-Dy 1 0.01 0.01 Ag-Ga 1 0.46 0.46 
Fe-Nd 0 16.22** 16.21** Ag-In 0 3.84 3.74 
Fe-Nd 1 0.01 0.01 Ag-In 1 0.10 0.10 
Ni-Cu 0 14.52** 14.10** Li-Ni 0 14.24** 13.15** 
Ni-Cu 1 0.42 0.42 Li-Ni 1 1.09 1.09 
Ni-Co 0 7.90 6.38 Li-Co 0 5.85 4.41 
Ni-Co 1 1.52 1.52 Li-Co 1 1.44 1.44 
Pb-Ag 0 9.13 9.01 Mn-Li 0 10.06 8.79 
Pb-Ag 1 0.11 0.11 Mn-Li 1 1.27 1.27 
Pb-Cu 0 22.85*** 22.64*** Mn-Ni 0 17.25** 16.34*** 
Pb-Cu 1 0.20 0.20 Mn-Ni 1 0.91 0.91 
Pb-Zn 0 10.01 8.17 Mn-Co 0 8.33 5.68 
Pb-Zn 1 1.84 1.84 Mn-Co 1 2.65 2.65 
Zn-In 0 12.48* 12.04** Cu-Nd 0 9.25 9.18 
Zn-In 1 0.43 0.43 Cu-Nd 1 0.07 0.07 
Zn-Ga 0 8.74 8.53 Cu-Dy 0 7.20 7.18 
Zn-Ga 1 0.20 0.20 Cu-Dy 1 0.02 0.02 

 

 

9.6.1 Joint-production 

As listed in Table 9-5, 14 out of the 26 metal pairs analysed under the premise of joint production 
have a Granger-causality relationship at least at a 10 % significance level. A bidirectional Granger-
causality is present between the prices of gold and silver, which are each other’s primary metal and 
co-product simultaneously (see Table 3-1). Significant causalities are also observed between copper 
and its companion metals. For instance, bidirectional causalities are present between copper and its 
co-products, gold and molybdenum while a unidirectional Granger-causality is present between 
copper and selenium. In addition to that, the price of copper is also Granger-caused by nickel and 
lead, where copper is a by-product. In terms of other minor metals, mixed results are obtained. To 
begin with, the prices of dysprosium and neodymium are Granger-caused by the price of steel. This 
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comes as a result of more than 50 % of all REEs being produced together with steel (Graedel and 
Nassar 2015). On the other hand, although more than 90 % of gallium is produced together with 
either aluminium or zinc (Nassar et al. 2015), no causal links are present between their prices. 
Similarly, the price of indium is not Granger-caused by the price of Zinc although 75 % of indium is 
produced as companion metals of zinc. Causality involving Zinc is only present between lead and 
cadmium. Furthermore, the price of cobalt is neither Granger-caused by copper nor nickel, despite 
being almost entirely produced together with both metals. Therefore, it remains to see if the prices 
of minor metals such as indium, cobalt and gallium are driven by their joint-consumption 
characteristics. Generally, results indicate that metals that are present in PV, wind turbines and 
batteries are significantly affected by their companion metals in terms of production. While this can 
definitely be said for industrial and precious metals, the same conclusion cannot be made for minor 
metals.  

 
Table 9-5: Test statistics of the χ2 Wald-test for metals that are jointly produced. X -> Y represents the null hypothesis 
of X does not Granger-cause Y, whereas Y -> X represents the null hypothesis of Y does not Granger-cause X.β and δ 
represent the corresponding sum of coefficients whenever causality is present.  

* represents 10% significance level, ** 5% significance level and *** 1% significance level. 

X Y χ2 (X -> Y) Sum of   X Y χ2 (X -> Y) Sum of  
Al Ga 0.14 - Pb Ag 4.24 - 
Ag Au 44.60*** -3.79 Pb Cu 23.75** -0.21 
Ag Zn 6.56* 14.21 Pb Zn 22.71 - 
Au Ag 25.59*** 0.00 Zn Ag 1.53 - 
Au Cu 26.23** -1.23 Zn Pb 120.20*** 0.08 
Cu Mo 26.67** -0.04 Zn Cd 70.26*** 0.00 
Cu Ag 14.52 - Zn In 8.88 - 
Cu Au 21.21* -0.01 Zn Ga 2.22 - 
Cu Se 45.13*** 0.00 Mo Cu 46.69*** -0.01 
Cu Co 0.25 - Ag Cu 17.90 - 
Fe Dy 306.57*** 0.79 Au Pb 4.62 - 
Fe Nd 7.68* -1.57 Ag Pb 4.13 - 
Ni Cu 92.94*** 0.02 Au Zn 5.62 - 

 

The results of the Granger-causality analysis of jointly-produced metals show that 6 of the 
cointegration relationships, identified in Table 9-4, can be confirmed via the presence of a causal 
link. These metal pairs are gold-silver, gold-copper, steel-dysprosium, steel-neodymium, nickel-
copper and lead-copper. In addition to that, the cointegration between zinc and indium can also be 
confirmed by the existence of Granger-causality flowing from indium to zinc11. 
 

                                                 
11 A unidirectional Granger-causality is identified flowing from indium to zinc with a test statistic of χ2=10.88 at 10 % 
significance level.  
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9.6.2 Joint-consumption 

The results of the Granger-causality test among metals in PV, wind turbines and batteries are listed 
in Table 9-6, Table 9-7 and Table 9-8, respectively. The tests are only conducted for the active 
metals in the technologies that are fundamental to the functionality. For PV, these include metals in 
the solar cells whereas for batteries, active metals in the cells are considered. Regarding wind 
turbines, copper and REEs are considered in the tests. 

In terms of c-Si modules, a unidirectional causality is observed flowing from silver to nickel and 
copper to silver whereas a bi-directional causality is present between copper and nickel. Since silver 
is being gradually substituted in solar cells by copper and nickel, a negative relationship is expected. 
However, this is only true between silver and nickel, as a positive relationship is present between 
copper and silver. This can be attributed to the small market share of silver-free modules in the 
market at the moment. A much significant negative relationship can be expected in the future when 
silver is substituted on a large scale. With regards to thin-film modules, the price of gallium is 
Granger-caused by selenium. In combination with the lack of Granger-causality between the prices 
of gallium and zinc as well as aluminium, this shows that the joint-consumption drives the price of 
gallium much stronger than joint-production. Besides that, Granger-causality is also present between 
selenium-indium and selenium-copper. The positive relationship between these metal pairs shows 
that their prices move in the same direction, i.e. when the demand for thin-film modules increases, 
the demand for all relevant metals increases simultaneously. Assuming a constant production, the 
prices of all metals increases as well.  

In wind turbines, no causality is observed between copper and REEs. The significant causality 
between neodymium and dysprosium cannot be completely attributed to joint consumption since 
both metals are also produced together. For active metals of batteries, bi-directional casualties are 
present between lithium and nickel as well as lithium and manganese, which can be explained by the 
large scale use in NMC type Li-ion batteries. Apart from that, the price of manganese is Granger-
caused by the price of cobalt.  

The presence of causal links between the metal pairs of copper-selenium, lithium-nickel and 
manganese-nickel completes the cross-checks of the cointegration test as all the co-integrating metal 
pairs have Granger-causality between their prices at least in one direction.  
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Table 9-6: Test statistics of the χ2 Wald-test for metals that are jointly consumed in PV modules. X -> Y represents the 
null hypothesis of X does not Granger-cause Y, whereas Y -> X represents the null hypothesis of Y does not Granger-
cause X.  and  represent the corresponding sum of coefficients whenever causality is present.  

* represents 10% significance level, ** 5% significance level and *** 1% significance level. 

X Y χ 2 (X ->Y) Sum of β χ 2 (Y ->X) Sum of  
Cu Ni 97.11*** -0.34 100.63*** -0.02 
Ag Ni 25.38*** -229.48 10.51 - 
Cu Ag 36.79** 0.00 26.24 - 
In Ga 0.05 - 1.79 - 
In Se 22.10 - 61.46*** 23.89 
In Cu 12.77 - 10.61 - 
Ga Se 0.50 - 5.72* 0.12 
Ga Cu 0.99 - 1.55 - 
Se Cu 29.43*** 1.34 45.13*** 0.00 
Ag Ga 1.78 - 0.48 - 
Ag In 4.14 - 14.25** 0.00 
Ag Cd 2.39 - 0.80 - 
In Cd 1.84 - 1.13 - 
Se Cd 16.44*** -0.01 4.66 - 

 

Table 9-7: Test statistics of the χ2 Wald-test for metals that are jointly consumed in wind turbines. X -> Y represents the 
null hypothesis of X does not Granger-cause Y, whereas Y -> X represents the null hypothesis of Y does not Granger-
cause X.  and  represent the corresponding sum of coefficients whenever causality is present.  

* represents 10% significance level, ** 5% significance level and *** 1% significance level. 

X Y χ 2 (X ->Y) Sum of β χ 2 (Y ->X) Sum of  
Cu Nd 1.73 - - - 
Cu Dy 8.27 - - - 
Nd Dy 117.18*** 0.01 54.12*** -0.45 

 

Table 9-8: Test statistics of the χ2 Wald-test for metals that are jointly consumed in batteries. X -> Y represents the null 
hypothesis of X does not Granger-cause Y, whereas Y -> X represents the null hypothesis of Y does not Granger-cause 
X.  and  represent the corresponding sum of coefficients whenever causality is present.  

* represents 10% significance level, ** 5% significance level and *** 1% significance level. 

X Y χ 2 (X ->Y) Sum of β χ 2 (Y ->X) Sum of  
Li Ni 141.18*** 0.80 60.24*** 0.01 
Li Co 2.53 - 1.22 - 
Ni Co 3.90 - 0.72 - 
Mn Li 1.93 - 1.47 - 
Mn Ni 19.97** -2.23 27.74*** -0.01 
Mn Co 7.48 - 52.38*** 0.01 
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Overall, it can be seen that significant Granger-causalities between jointly used metals within the 
technologies do exist, especially in PV and batteries. However, it is important to mention that the 
effect of joint-consumption has to be analysed with respect to the level of aggregation. By increasing 
the consumption aggregation to a higher level, all technologies are aggregated into one application 
field. While a universally accepted term to classify all three technologies is not present, they can be 
classified as technologies relevant to the energy transition process. This allows for an inter-
technology Granger-causality analysis to test if the energy transition process leads to price 
dependencies among PV, wind turbines and batteries in general. The results presented in Table 9-9 
clearly shows that an inter-technology dependency of metal prices does exist. For instance, the price 
of silver used in c-Si PV modules Granger-causes the prices of REEs in wind turbines. A bi-
directional causality is also present between the prices of silver and lithium. In terms of thin-film 
modules, the price of indium is Granger-caused by lithium whereas the price of gallium is Granger-
caused by the price of cobalt and nickel. In some cases, more significant relationships among metals 
in different technologies are observed than within a single technology. As an example, lithium has 
significant predictive power over the price of indium. However, no causal links are identified 
between indium and gallium as well as copper despite being used together in CIGS modules. 
Regarding wind turbines, the link to PV modules is given by significant relationships between REEs 
and silver as well as gallium. On the other hand, there is no link between REEs and metals in 
batteries. Copper is an exception since it is used in both wind turbines as well as in the wirings and 
charge collectors in batteries. Overall, 55 % of the tested metal pairs exhibit causality between their 
prices. 
 

Table 9-9: Test statistics of the χ2 Wald-test for jointly consumed metals in all technologies. The metals in a column 
Granger-causes the metals in corresponding metal in a row. “NA” refers to metal pairs whose serial autocorrelation 
could not be resolved even upon increasing the lag length of the bivariate VAR model up to 30 lags. These metal pairs 
are excluded from the causality test as it was assumed that a lag length more than that would be overfitting the model 
and the results would be unreliable.  
 * represents 10% significance level, ** 5% significance level and *** 1% significance level. 

Ag Cd Co Cu Dy Ga In Li Mn Nd Ni Se 

Ag - 2.4 1.4 26.2 96.6*** 1.8 4.1 87.2*** 2.2 46.2*** 25.4*** NA 

Cd 0.8 - 3.2 44.0*** 0.5 2.9 1.1 0.5 93.2*** 0.4 46.5*** 4.7 

Co 4.3 1.4 - 6.1 0.8 12.3*** 4.5 1.2 52.4*** 0.3 0.7 1.5 

Cu 36.8*** 59.1*** 3.4 - 8.3 1.5 10.6 115.2*** 26.3*** 1.7 97.1*** 45.1*** 

Dy 34.6*** 0.5 0.5 11.2 - 0.6 7.3 0.5 0.1 54.1*** 1.8 17.2* 

Ga 0.5 1.4 0.2 1.0 25.2*** - 1.8 0.5 1.6 17.0*** 3.9 0.5 

In 14.3** 1.8 2.0 12.8 5.9 0.0 - 7.6 1.5 10.4*** 3.0 22.1 

Li 71.6*** 0.3 2.5 118.7*** 2.1 0.3 12.7** - 1.5 0.1 141.2*** 23.0* 

Mn 2.7 30.2** 7.5 8.2 0.5 0.7 8.1 1.9 - 0.5 20.0** 0.7 

Nd 3.0 0.3 0.8 1.9 117.2*** 0.2 5.2* 1.8 0.5 - 0.3 0.4 

Ni 10.5 75.1*** 3.9 100.6*** 2.1 4.7* 18.5*** 60.2*** 27.7*** 1.4 - 54.9*** 

Se NA 16.4*** 4.3 29.4*** 33.6*** 5.7* 61.5*** 75.8*** 23.9*** 4.9* 31.2*** - 
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9.6.3 Robustness test 

The results presented in chapter 9.5 are assumed to be robust since the improved Toda-Yamamoto 
approach is applied to test for Granger-causality besides additional tests to eliminate serial 
autocorrelations in the residuals. As a final step to ensure the robustness of the results, a placebo test 
according to Afflerbach et al. (2014) is conducted. This involves the test for Granger-causality of 
every other metal pair that has not been tested under the definitions in chapter 9.6. A separate 
hypothesis is defined for the robustness test, which states that the number of causal relationships 
among random metal pairs should be lower compared to the metals pairs that are jointly consumed 
or produced. According to the results in Table 15-5 (Appendix), it can be seen that only 40 % of the 
metal pairs exhibit causal relationship, which is lower than the reported value in the previous 
sections and aligns with the hypothesis of the placebo test. This reassures that the results are not 
spurious and that the methodology applied is robust and not biased.  

Nonetheless, the question remains as to why a significant amount of causalities exists in the placebo 
test. The main reason for this could be the existence of a price dependency in other fields of 
application, in which the amount of metals that are utilized could be much greater than in renewable 
energy technologies. As an example, copper and aluminium are generally used together in 
construction and transportation sector, which explains the causal link between their prices in the 
placebo test. On a different note, the existence of Granger-causality can also be contributed 
indirectly by certain factors, such as the inflation rate or economic growth. For instance, if the 
general economy of a country is on a rise, demand for industrial production or construction of 
infrastructures will increase. Consequently, the demand for industrial metals, in general, will rise, 
which might lead to a Granger-causality pattern in their prices despite not being used together in a 
single end-product. Besides that, the dynamic nature of metal application in various sectors and 
products can also play a role in existing causalities beyond the definitions in this thesis. As an 
example, before being largely used in batteries, cobalt was mainly used in superalloys together with 
chromium. This can explain the significant Granger-causality observed between chromium and 
cobalt (see Table 15-5). Nonetheless, with the strong application in batteries, especially in EVs, the 
relationship between cobalt and chromium can be expected to weaken in the future, with more 
significant causalities exiting between cobalt and battery-related metals such as lithium and nickel. 

 

9.7 VAR analysis of metal prices 

The final section of this chapter involves the results of the VAR analysis of metal prices, where the 
impacts of a shock to the price, supply and demand will be analysed. For this purpose, silver, cobalt, 
copper indium and nickel are chosen to be investigated further due to data availability as well as to 
represent all investigated technologies in this thesis. The results of indium and nickel are provided in 
the Appendix.  
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The results of the ADF and KPSS tests of all relevant variables in the VAR analysis are listed in 
Table 9-10. The results of the macroeconomic variables are divided into two time periods since the 
data for indium is only available from 1975 onwards whereas for other metals, 1970 is applied as the 
start year. Based on the metal-specific variables, the log differences of all time-series are stationary. 
In terms of the macroeconomic variables, the log difference of CPI does not remove the unit root in 
the time series, as opposed to the first difference. Therefore, the latter criterion is chosen to 
transform the time series of CPI whereas the log difference of other variables is applied further in 
the VAR analysis. The optimal lag length of all VAR models chosen based on BIC is 1.  
 

Table 9-10: Test statistics of unit root tests of all relevant variables in the VAR analysis.  
* represents 10% significance level, ** 5% significance level and *** 1% significance level. 

Metal Time period Variables ADF KPSS 

Ag 
 Δ log (Price) -5.16*** 0.12* 

1970 - 2013 Δ log (Con) -6.75*** 0.03 
 Δ log (Prod) -6.17*** 0.04 

Co 
 Δ log (Price) -5.81*** 0.04 

1970 - 2013 Δ log (Con) -8.59*** 0.03 
 Δ log (Prod) -4.89*** 0.05 

Cu 
 Δ log (Price) -6.03*** 0.05 

1970 - 2013 Δ log (Con) -6.78*** 0.03 
 Δ log (Prod) -6.61*** 0.04 

In 
 Δ log (Price) -4.54*** 0.04 

1975 - 2013 Δ log (Con) -8.93*** 0.05 
 Δ log (Prod) -7.61*** 0.07 

Ni 
 Δ log (Price) -5.63*** 0.04 

1970 - 2013 Δ log (Con) -8.06*** 0.02 
 Δ log (Prod) -5.97*** 0.04 

- 

 Δ log (GDP) -4.86*** 0.09 
1970 - 2013 Δ CPI -4.19** 0.10 

 Δ log (FedFund) -5.07*** 0.04 
 Δ log (ExchangeRate) -4.67*** 0.06 

- 

 Δ log (GDP) -4.63*** 0.06 
1975 - 2013 Δ CPI -4.16** 0.08 

 Δ log (FedFund) -4.44*** 0.05 
 Δ log (ExchangeRate) -4.22** 0.06 

 

The results of the model checking according to the BG-test and the ARCH-test in Table 9-11 shows 
that all models are adequately specified. The null hypothesis of no serial autocorrelations is failed to 
be rejected at 10 % in the BG-test. According to Lütkepohl (2013), although serial autocorrelation is 
important while specifying a VAR model, it does not affect the results of the structural analysis. 
Hence the test is only conducted for 10 % significance level in this thesis. In the ARCH-test, 
homoscedasticity of the residuals is not rejected at least at the 5 % significance level for all models.  
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Table 9-11: Test statistics (χ2) of the BG-test and the ARCH test for heteroscedasticity 
* represents 10% significance level, ** 5% significance level and *** 1% significance level. 

Model Serial autocorrelation Heteroscedasticity 
VAR(Ag) 294* 1036 
VAR(Co) 336 1332 
VAR(Cu) 336 1332 
VAR(In) 252 868 
VAR(Ni) 294* 1036 

 

Last but not least, the OLS-CUSUM figures of all variables are shown exemplarily for the VAR 
model of copper in Figure 9-9. The boundaries (dotted horizontal lines) are calculated at 5 % 
confidence levels. Since the empirical fluctuation process does not exceed the boundaries, no 
structural breaks are present in the time series. This is valid in all the VAR models of the metals. 
This completes the model checks and establishes the fact that all models are well-specified. 
 

 
Figure 9-9: OLS-CUSUM of the VAR model of copper. Dotted lines represent the boundaries of the empirical 
fluctuation process calculated at 5 % confidence level.  

 

Next, metal prices are forecasted for 10 steps beyond the last period in the time series. Figure 9-10 
depicts the forecast ranges of the prices of all metals. The plots are visually examined to determine 
whether the forecasts are likely to be accurate. Based on the results, it is seen that forecast follows 
the trends of the training data consistently. The forecast lies close to the mean values and no 
significant change in trend is observed. Only the forecast of indium tends to slightly move upwards, 
probably due to the historical peaks. However, the increase is relatively small and the confidence 

time

Em
pi

ric
al

 fl
uc

tu
at

io
n 

pr
oc

es
s

-1.0

-0.5

0.0

0.5

1.0

Price Prod Con GDP

-1.0

-0.5

0.0

0.5

1.0

0.0 0.2 0.4 0.6 0.8 1.0

CPI

0.0 0.2 0.4 0.6 0.8 1.0

FedFund

0.0 0.2 0.4 0.6 0.8 1.0

ExchangeRate



Results
 

117 
 

intervals still remain within an acceptable range compared to the mean. Overall, the forecasts of all 
metals are accepted to be within the expected ranges.  

 
Figure 9-10: Forecast (dotted lines) of the Δ log price of copper (Cu), cobalt (Co) and silver (Ag). The blue dotted lines 
represent the mean values of the forecast whereas the red dotted lines represent the 10 % and 90 % confidence intervals 
of the forecast values.  

 
In the next step, the impulse responses based on the VAR models are calculated and analysed. A 
unit shock is induced in the consumption of all metal in order to test the impact on the price and 
production levels. The results are illustrated in Figure 9-11. It can be clearly seen that an impact in 
the metal demand has an immediate positive impact on the price. A positive demand shock 
appreciates all prices in the following time period and depreciates in the following period, before 
oscillating and returning to zero eventually. The reason as to why the price drops in the second time 
period are that the consumption itself reduced in the second period and remains there until a certain 
period before moving back to zero. The change in the price of all metals remains negative for at 
least 2 time periods except for cobalt, which immediately becomes positive in the following time 
period. However, cobalt remains the only metal whose price oscillates around the zero changes. In 
the medium run however, the effect is reabsorbed when production increases to compensate the 
increasing demand which causes the price to converge back to zero.  
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Based on the results, an increase in demand affects the price of copper the most based on the 
amplitude of the impacts and the time it takes for the transitionary shocks to die out. For instance, a 
1 % increase in the change of demand causes the change in copper price to increase by 1 %. Silver 
and cobalt on the other hand, only experience a 0.3 and 0.5 % increase respectively. In order to 
further understand the difference between the price impacts, the effects are compared to their 
monetary market volume, which is given by the product of the average market price and the 
production volume in 2017 of the metals obtained from (USGS 2018). The market volume of 
copper in 2017 was approximately 79 billion USD compared to 11 billion USD of silver and 6 
billion USD for cobalt. Interestingly, the impacts of a demand shock on metal prices are directly 
proportional to the market volume. This is also valid for the responses of nickel and indium.  

 

 
Figure 9-11: Responses of the change in log differences of price and production to a unit shock in the log differences of 
the consumption of copper, cobalt and silver. The dotted lines represent the 95% confidence intervals obtained by 
bootstrapping together with the impulse responses at 100 replications. 
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A plausible explanation for this could lie within the role of the market liquidity and the flexibility of 
the metals to adjust towards market distortions. Metals such as copper and nickel have always had a 
relatively stable demand and production in the past. The high liquidity of these metals ensures 
market equilibrium, which means that their storage capacity is not built to sustain a sudden 
unexpected short-term shock. On the contrary, metals such as indium and cobalt are by-products of 
other metals. This means that the overproduction of these metals can be stored and regulated based 
on their market prices. Furthermore, since the data applied in this thesis goes back to 1970, it could 
have been that the use of these metals in the past was not as significant as today. Therefore, minor 
could have been stored in the past until the appropriate market for them has been established, which 
consequently causes their storage capacity to be relatively larger than their respective demands. 
Therefore, minor metals can be more flexible in adjusting towards market disruption, given that 
their storage capacity is large enough. Furthermore, it is also seen that a shock to copper demand 
depresses itself over a relatively longer period compared to other metals. The fluctuations are 
evaluated in this thesis based on the time it takes for the shocks to return to less than 25 % of the 
maximum amplitude of the response. In these terms, silver has the smallest fluctuations as the 
fluctuation stabilizes after two time period. Cobalt requires 3 time period whereas for the other 
metals, the change in price stabilizes after 4 time periods.  

The IRF analysis is continued with a unit shock to the production of the metals. The impact of this 
on the consumption and metal prices are illustrated in Figure 9-12. Expected results in terms of the 
responses in the prices are obtained, as they decrease in the subsequent time step. The biggest 
response is observed in silver, where a 1 % increase in the change of production depreciates the 
change of price by 1.2 %. In contrast, the change on cobalt price only decreases by 0.7 %, which is 
the least among the investigated metals. In terms of consumption, mixed results are obtained. 
Hypothetically, a positive shock in production should decrease the price due to oversupply, which 
consequently increases the demand. While this is observed in copper and silver, the consumption of 
cobalt decreases. An explanation for this could be that the price of cobalt has been affected by 
various factors other than the supply and demand fundamentals in the past. Events such as political 
unrests and strong governmental regulation in the US market have caused what is today known as 
the cobalt crisis in the 1970s. As a direct result of this crisis and the recession in the early 1980s, the 
demand for cobalt began to reduce massively as recovery from secondary materials began to 
increase. At the same time however, the cobalt production in Congo and Zambia continued, which 
ultimately lead to an oversupply situation in the cobalt market ((Plunkert and Jones 1999). Since the 
data applied in the VAR analysis starts from 1970, the aforementioned incidents and the effects on 
the market is visible in the results. This shows that the cobalt crisis in the 1970s did actually have a 
long-term impact on the market. However, significant amount of cobalt is being traded on the free 
market in recent times, such as at the London Metal Exchange (LME) since 2010. Therefore, the 
results of the VAR analysis regarding cobalt in this thesis have to be treated with caution.  
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Figure 9-12: Responses in log differences of price and consumption to a unit shock in the log differences of the 
production of copper, cobalt and silver. The dotted lines represent the 95% confidence intervals obtained by 
bootstrapping together with the impulse responses at 100 replications. 

 
In the following step, a unit shock is induced to the price in order to investigate how this affects the 
supply and demand equilibrium of the metals. A positive price shock should hypothetically reduce 
the demand. On the other hand, production will increase since producers have more incentives to 
bring their products to the market. However, as displayed in Figure 9-13, mixed results are obtained. 
Most notably, silver consumption increases as a result of a positive price shock. This is owed to the 
fact that silver is treated as a financial asset since its price is robust towards inflation. This effect will 
be explained in detail in chapter 10.4. Nonetheless, this effect eventually dies off once the 
production is increased to compensate for the increased price. Another odd result is the decrease in 
production once the price increases for copper. The reason for this could be that the production 
level of copper is more significantly affected by the consumption rather than the price. Therefore, 
once the price increases, the expected decrease in consumption will eventually lead to a decrease in 
copper production. This effect is further demonstrated in the forecast error variance decomposition 
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and will be explained in the following section. Overall, the general trend remains valid for other 
metals that an increase in price will lead to a decrease in consumption and an increase in production. 
The changes observed in the consumption and production of the metals as a result of a price shock 
is relatively lower compared to the effects of a demand shock.  
 

 
Figure 9-13: Responses of the change in log differences of consumption and production to a unit shock in the log 
differences of the price of copper, cobalt and silver. The dotted lines represent the 95% confidence intervals obtained by 
bootstrapping together with the impulse responses at 100 replications. 
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observed among the metals in the placebo test could have been caused by an indirect joint-
consumption effect such as by macroeconomic variables. 

 

 
Figure 9-14: FEVD of the consumption, production and price of copper (Cu), cobalt (Co) and silver (Ag). “Con” refers 
to consumption whereas “Prod” refers to production. The rest of the abbreviations refers to the macroeconomic 
variables as listed in Table 5.5. 

 
Apart from that, no general trends can be derived from the results. In terms of copper, the price 
proves to be a significant driver of the demand. However, for cobalt and silver, production levels 
affect the demand much stronger than the price. Besides that, the FEVD of copper production 
shows that the demand drives the production more significantly than the price or any other 
macroeconomic variable. This explains the results observed in Figure 9-13, where the production 
depreciates when the price increases. The FEVD proves that the decrease in production is a result 
of the decrease in consumption rather than the increase in price. For cobalt, the production is 
affected the most by the inflation rate. On the other hand, the production of silver seems to be very 
stable and is independent of any micro or macroeconomic variables, which further strengthens the 
argument for silver being used as a stable financial asset.  
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10  Discussion  
 

10.1 Bottleneck risks of metals 

With regards to the bottleneck risk in metals related to PV, the results in this thesis agree with most 
of the literature that detected bottlenecks in silver (Kleijn et al. 2011; Zuser and Rechberger 2011), 
indium (Kavlak et al. 2015; Feltrin and Freundlich 2008) and selenium (Kavlak et al. 2015). 
However, no risk was detected for tellurium, as previously reported by (Zuser and Rechberger 2011; 
Viebahn et al. 2015). This is owed to the much-reduced market share of thin-film technologies in 
this thesis, which is derived based on interviews with PV experts from the research and industry. 
The literature review in chapter 3 reveals that most of the bottlenecks reported in the literature 
represent a theoretical maximum of considering a complete market dominance of thin-film modules. 
One of the biggest challenges faced by thin-film modules is the lack of manufacturers, whose 
current production capacity is unlikely to completely satisfy the future needs of PV in Germany. 
Therefore, c-Si modules will most likely dominate the PV market in the future. Therefore, the 
development of PV in the future will not be deterred by bottleneck risk of metals relevant to the 
thin-film modules, which agrees to the findings of Candelise et al. (2011). However, silver still 
remains as a critical metal in c-Si modules. Nonetheless, substitution measures are already available 
and if it can be implemented on a large scale in the near future, the sustainability of c-Si modules 
with respect to raw materials usage can be further increased since the criticality of silver can be 
mitigated. 

Regarding batteries, lithium is expected to face a severe bottleneck risk considering the current 
reserve and production levels. However, as previously discussed by Kushnir and Sandén (2012) and 
Speirs et al. (2014), the future reserve levels of lithium can be extremely large once lithium content in 
the ocean resources is taken into account. Once an economically feasible technology in extracting 
lithium is commercially available, the demand for lithium in meeting the requirements for EV can be 
fulfilled. This is highly likely to be achieved in the future since promising works have already been 
proposed in the research, for example works by Hoshino (2015) and Virolainen et al. (2016). Apart 
from lithium, cobalt is also most likely to face a bottleneck in terms of both reserves and production 
levels. However, the development of cobalt-free post Li-Ion batteries coupled with either a closed-
loop recycling or dynamic reserve levels can mitigate all bottleneck risks of cobalt. In fact, Azevedo 
et al. (2018) reported that the use of cobalt in batteries for EVs can have a 50 to 60 % market share 
by 2025. This shows the importance of cobalt in EVs will grow in the future and the demand from 
other sectors such as superalloys and hard materials can be allocated to the EV sector. Similarly, 
nickel is also risk-free if post Li-Ion batteries can be realized in a timely manner.  
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In terms of wind turbines, dysprosium is identified as critical in this thesis, which agrees to the 
findings of most of the literature such as Dutta et al. (2016) and Viebahn et al. (2015). However, 
unlike the results of Watari et al. (2018), who reported that a closed-loop recycling can completely 
remove bottleneck risks of metal in wind turbines, the risk of dysprosium is not completely 
mitigated in this thesis even upon considering a closed-loop recycling and material efficiency 
measures. Since most of the wind turbines with PMs are expected to be installed offshore in the 
future, a large stock of dysprosium will still be in use in 2050, which will be available for recycling 
beyond that. This effect can be seen in Figure 9-5, where a surplus of recycled demand can be 
achieved between 2048 and 2050. Apart from dysprosium, the supply risk of copper is of particular 
interest as it has not been identified before in the literature within the context of the deployment of 
wind turbines in Germany. The bottleneck of copper is a severe problem since it is also used in 
many other sectors, particularly in building, construction, transportation as well as power 
transmission and distribution network (IWCC and ICA 2017). The major problem in wind turbines 
is that copper and dysprosium are substitutes in terms of their usage in generators either with PM or 
copper windings. This means that the reduction of one metal will eventually lead to the increase of 
the other if the proposed installed capacities of the energy pathways are fulfilled.  

Therefore, unlike PV, a conclusion regarding the better development scenario cannot be proposed 
for wind turbines. However, the conservative scenario of installing smaller turbines with copper 
windings onshore, while installing larger turbines offshore, seems to be the better option since the 
bottleneck risk of copper is relatively lower than dysprosium. However, this will pose a major risk in 
terms of land competition with other sectors, such as agriculture. Another possible way of reducing 
the risk faced by the metals relevant to wind turbines is by substituting part of the generation 
capacity of wind turbines with PV. Fath (2018) proved in her thesis that the maximum rooftop PV 
potential for Germany amounts to around 3000 GWp, which shows that PV is very much capable of 
accounting for part of the generation capacity of wind turbines. However, this might actually 
increase the total costs of the energy system due to the higher requirement for storages to even out 
the peak generation at noon. In order to systematically analyse the implications of this measure, the 
information regarding the material use has to be included in energy system models. By setting 
limitations such as the annual material availability, a sustainable pathway that does not violate any 
metal allocations can be proposed and investigated. This enables the additional systemic costs and 
technical requirements of such an energy system to be ascertained.  

The results of this thesis show that recycling is a key strategy in decreasing the overall primary 
material demand and improving the sustainability of the technologies. In addition, recycling presents 
a huge opportunity to ensure that the critical metals remain in Germany upon the lifespan of their 
respective products and be used in manufacturing new products. This will consequently reduce the 
material dependency of Germany on foreign countries in the long run. Earliest PV plants and wind 
turbines in Germany are expected to be decommissioned on a large scale in the next 5 to 10 years. 
Although there are already established markets for scrap metals, recycling of technologies such as 
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PV or wind turbine is still at an early stage of development. Moreover, the recycling process of 
critical metals such as REEs is still highly limited by process costs and output quality (Binnemans et 
al. 2013; Royen and Fortkamp 2016). On top of that, closed-loop recycling, in reality, may require 
more energy and more material due to production losses and quality degradation of material (Adibi 
et al. 2017). These aspects should be assessed in detail in order to prepare the industry to utilize the 
high material recovery potential that the energy system has to offer in the future that will reduce any 
possible supply bottlenecks. Closed-loop recycling is much more probable to achieve in batteries 
than in PV or wind turbines. The knowledge and business models of recycling Pb-acid batteries, 
which are by far one of the most recycled end-products in the world, can be transferred to Li-Ion 
batteries in order to establish closed-loop recycling. 

Even if certain technologies will not be relevant in the future, such as the thin-film PV modules, 
recycling them might still be beneficial to other sectors. Currently, there is approximately 2 GWp of 
thin-film modules in in-use stocks in Germany. Recycling these modules will ensure that metals such 
as tellurium and gallium can be reallocated to other sectors such as electronic semiconductors in the 
future. However, recycling is ultimately a matter of economic feasibility. Therefore, the question 
remains if an effective recycling process for metal stocks can be established if there is no future 
application for a particular technology. If the PV market is going to be dominated by c-Si modules 
in the future, establishing thin-film modules recycling facilities will be extremely difficult due to the 
absence of the product in the future. Similarly, reducing the demand for the application of critical 
metals reduces the incentives in recycling them since the amount of recoverable metal might not be 
justified by the extraction costs. Therefore, reducing the usage of critical metals and increasing the 
rate of recycling at the same time is a paradox in reality. A concentrated use of a critical metal in a 
single application will lead to a higher rate of recycling in the future, as compared to a diluted use in 
various applications. Furthermore, Raugei and Fthenakis (2010) argue that the increased use of 
cadmium in CdTe modules are in fact beneficial to the environment, which would otherwise be 
discarded to the environment as a residue to mining zinc ores. Therefore further research is required 
to address these issues in order to come up with an optimal strategy to mitigate bottleneck risks as 
well as to institute an effective recycling strategy.  

Overall, the bottleneck risks of all metals are significantly lower once the cumulative demands are 
compared to the reserve base of the metals. Nonetheless, the need to intensify research efforts and 
to further reduce the total material demand should not be undermined to continue increasing the 
holistic sustainability of renewable energy technologies and batteries. Improving manufacturing 
techniques will clearly help in reducing the production losses, which for instance, currently amounts 
to an average 5 % of the total material demand for wind turbines. Another strategy is to make 
efforts in improving the reliability of components, which would reduce the additional demand due 
to repair and component exchanges. On a different note, the long-term pathway seems to be the 
best option in achieving the German energy transformation process since it has the lowest material 
demand and bottlenecks. However, this pathway was derived based on the principle that it is more 
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economical to expand the generation capacities elsewhere in Europe and transfer them to Germany 
via the power distribution network. In doing so, the installed capacities of renewable energy 
technologies in Germany can only be lowered. Therefore, the maximum allocation limits for the 
long-term and climate protection pathways should be lowered since part of the generation capacities 
are outsourced. In this context, the results of the transformation pathway represent the most 
accurate analysis of the raw material assessment of the German energy transformation process, since 
the energy pathway is derived based on the assumption of an import and export transmission 
capacity of only 5 GWel in 2050. 

Comparing the results with existing literature shows that this thesis did indeed contribute to closing 
the research gaps mentioned in chapter 4.1.3. Firstly, by conducting a comprehensive analysis of all 
involved metallic elements and a broader research boundary, criticality in various metals has been 
identified. The possibility of supply bottlenecks of tin in PV or manganese and copper in wind 
turbines have not been identified in the literature, since the existing literature on this topic 
predominantly focuses on REEs and critical metals. Besides that, the results in this thesis show that 
an ex-ante assumption of no bottleneck for non-critical metals can backfire. This applies especially 
to the results of Viebahn et al. (2015), who excluded silver from their analysis of material criticality 
in Germany with the assumption that the supply will be enough to satisfy the future demand for PV. 
Secondly, by considering more realistic development scenarios and technology market shares, 
overestimation of supply bottlenecks could be avoided. Therefore, no supply bottleneck is identified 
for Gallium in Germany, as previously reported by Erdmann et al. (2011). Similarly, the application 
of the reserve base to compare the cumulative metal demand in this thesis massively reduces the 
supply bottlenecks. For instance, the supply bottlenecks of vanadium in stationary batteries as well 
as tellurium can be almost completely mitigated, suggesting that these metals might not be critical in 
the future as opposed to the finding of Viebahn et al. (2015) and (Andersson 2000; Zuser and 
Rechberger 2011; Månberger and Stenqvist 2018), respectively. 

 

10.2 Joint-production of metal 

The results of the Granger-causality test of jointly produced primary metal and co-product agree, to 
a certain extent, to the findings in the literature. Similar to the results of Ciner (2001) as well as 
Krawiec and Górska (2015), causality relationship is identified in this thesis between the prices of 
silver and gold. Furthermore, the causal link between copper and gold prices has also been 
previously proved by Śmiech and Papież (2012), while the link between copper and molybdenum 
has been established by Campbell (1985). Causal links are also identified between nickel and copper 
as well as between zinc and cadmium, as previously proved by Basoglu et al. (2014) as well as Kim 
and Heo (2012), respectively. Considering these results, as well as the causality identified between 
metal pairs of lead-zinc and zinc-silver, it can be concluded that the prices of primary metals and co-
products do Granger-cause each other. On the other hand, it cannot be conclusively said that 
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primary metals Granger-causes the prices of by-products due to the lack of strong evidence. On a 
different note, metals that are produced together should hypothetically have an inversely 
proportional price relationship. Only five out of 13 causal links between jointly-produced metals 
have a negative sign. 

The reason for the weak relationship of primary metals and their by-products as well as the 
unexpected directions of the price movements can be explained by the production volume of the 
by-products that is much lower compared to the primary metals. As detailed in chapter 3.1, when 
the production of one metal increases, the companion metal is expected to experience an 
oversupply, assuming that other variables remain unchanged. The results in this thesis however, do 
not strongly agree with this. There are two main reasons for this. First and foremost, it can be that 
the demands for both metals increase simultaneously. Therefore, the supply-demand equilibrium can 
be maintained in both metals and an oversupply does not occur. Secondly, the additional volume of 
the companion metals is stored, which prevents them from entering the market. Additionally, the 
companion metals can also be discarded if the available volume is too small or the operational costs 
of the companion metals cannot be justified by the market prices. Ultimately, this prevents the 
surplus of the companion products and does not change the price relationship between the metals. 
Afflerbach et al. (2014) further discussed that the additional production of the primary metal, as a 
result of increased demand, can lead to higher marginal costs. Consequently, the profit margin of the 
primary metal can decrease. Therefore, the supply of companion metals into the market will be 
strictly controlled by mine operators since they are needed to provide additional profit to 
compensate the losses caused by the primary metals. One common practice of achieving this is to 
relocate the mining activity to a different area within a mine. Jordan (2017) proved that mine 
operators utilize the geographical distribution of various ore-grades in a mine since it provides more 
flexibility to carry out targeted mining in different parts of a mine so that the demand and supply of 
other companion metals remain unchanged.  

In general, the contribution of this thesis to the existing literature on the price relationship between 
jointly produced metals is the quantitative analysis based on a well-elaborated statistical framework. 
The results of the Granger-causality test are more informative than the currently available literature 
utilizing sign test Campbell (1985) or simple correlation test Afflerbach et al. (2014) as it can be used 
to anticipate the price movements of co- and by-products based on the market situation of primary 
metals. In addition to that, the causality analysis between jointly-produced metals relevant to wind 
turbines and batteries is an extension to the works of Kim and Heo (2012), who only considered 
PV-related metals in their analysis.  
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10.3 Joint-consumption of metal  

The analysis of the price dependencies of jointly consumed metals is one of the major contributions 
of this thesis since it has not been empirically analysed in the literature. The results of this thesis 
confirm the assumptions of Jerrett and Cuddington (2008), Fizaine (2013) and Rossen (2015), that a 
price dependency should theoretically exist between metals that share similar field of application. 
The second hypothesis in this thesis states that the increasing deployment of renewable energy 
technologies will lead to price dependencies between the jointly-consumed metals. The results of 
this thesis show that this hypothesis is true to a certain extent. In terms of PV, the price of indium is 
Granger-caused by the price of selenium. This shows that joint-consumption has a greater effect on 
the price of indium compared to the joint production effect, due to the lack of causality with the 
price of zinc. On the other hand, the bi-directional causalities between copper-nickel and copper-
selenium cannot be completely attributed to the joint-consumption effect since they are also related 
in terms of production. 60 % of the causal relationships have an expected positive sign, which is a 
result of a simultaneous increase in metal demand if the demand for a common product increases. 
The negative signs observed between metal pairs such as selenium-cadmium can be explained by the 
fact that these metals are substitutes in the form of GIGS and CdTe PV modules. Historically, the 
market share within thin-film modules has been shifting from CdTe towards CIGS, which shows 
that the share of CdTe has been substituted by CIGS. This explains the negative relationship 
between selenium and cadmium since the reduced demand for the latter metal will cause the price to 
drop, assuming that other variables such as production remains constant. Similarly, the price of 
nickel is negatively Granger-caused by silver, which is used as a substitute in c-Si modules. 

In terms of batteries, significant bidirectional causality is observed between lithium-nickel as well as 
nickel-manganese, all of which are used together in NMC type Li-Ion batteries. The positive 
coefficient between lithium and nickel indicates that these metals are complements due to their 
joint-usage in NMC and NCA type Li-ion batteries. As for the negative coefficients between 
manganese and nickel, the existence of LMO and NCA batteries where only one of the metals is 
applied in either one of the batteries, causes a significant substituting effect between their prices. 
Interestingly, the price of cobalt, which is not Ganger-caused by its companion metals in terms of 
production, is affected by manganese. However, with increasing utilization of lithium, nickel and 
cobalt in Li-Ion batteries, the price dependencies between these metals can be expected to 
strengthen in the future. In wind turbines, the relationship between copper and the REEs are tested, 
which only led to the identification of causality between neodymium and dysprosium prices. 
Although both metals are used together in manufacturing permanent magnets, their dependencies 
can also be related to their joint production. This effect cannot be differentiated further within the 
framework of this thesis. The absence of any relationship between copper and REE can be 
attributed to the fact that the use in wind turbines and generators are not the main application field 
of copper.  
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On a different note, metal pairs that are related in both production and consumption, such as 
copper and selenium, should hypothetically have positive signs. This is owed to the fact that a 
change in demand will change the supply simultaneously and vice versa. For example, an increase in 
demand for CIGS modules will increase the demand for copper and selenium simultaneously. As a 
result, increasing the production of a copper mine with selenium as a by-product will not lead to a 
surplus of any metals, which causes the prices of both metals to move in a similar direction. 
Nonetheless, if the equilibrium between the joint-production and joint-consumption effect is 
overthrown by any of the criteria, then metal pairs that are related in both production and 
consumption may have an ambiguous signalled relationship. This may explain the negative Granger-
causality between dysprosium and neodymium. While the production of 91 % of global dysprosium 
occurs as a by-product of other REEs, only 37 % of neodymium is produced as a by-product of 
other REEs. Therefore, the increasing demand for dysprosium clearly creates a surplus for 
neodymium, which causes the prices to move in the opposite direction despite being used together 
in permanent magnets. 

Looking at the bigger picture of the interrelationship between the metals, results indicate that a 
cross-technology dependency of metal prices does exist. The relationships between jointly-
consumed metals are strongly depended on the level of consumption aggregations. For instance, at 
the end-product level, PV and wind turbines can be considered as two different products. However, 
at a higher level of aggregation, both technologies can be classified into one category, namely 
renewable energy technologies. Therefore the expansion of the energy system to increase the share 
of renewables increases the demand for all technologies, thus of all related metals. This explains the 
predictive power of silver in PV for example, over dysprosium and neodymium that are used in 
wind turbines. Significant relationships are also present between metals in PV and batteries, such as 
lithium-silver, silver-nickel, lithium-indium and nickel-indium. Currently, every second rooftop PV 
system in Germany is installed together with a battery as a PV-home storage system. An intensified 
application of PV-home storage systems in Germany will further strengthen the relationships 
between the metals in PV and batteries.  

However, it is important to mention that there might be additional relationships beyond the 
definitions in this thesis that cause dependencies between the metal prices. The presence of 
Granger-causality at a higher level of consumption does not rule out the possibility of significant 
relationships at an even higher aggregation level. Indirect joint-consumption is another factor that 
may cause price dependencies, especially when metal prices react similarly to external 
macroeconomic factors. This has been previously proven by works of (Labys et al. 1999; Batten et 
al. 2010; Kyrtsou and Labys 2006; Klotz et al. 2014), who identified significant relationships between 
commodity prices, including industrial and precious metals, and macroeconomic factors such as 
inflation rates and business cycles. Besides that, economic prosperity might lead to increased 
industrial production and demand for metals in general, which may cause metal prices to behave 
similarly. The effect of an indirect joint-consumption cannot be differentiated in the results and is a 
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major limitation to the methodology in this thesis. Nonetheless, the central message is still valid, that 
jointly-consumed metals in renewable energy technologies have a price dependency between them, 
and that the continuous installation of these technologies will further strengthen this effect. 

Overall the price dependencies proven in this thesis show the importance of a systemic analysis 
while proposing policies for renewable energy technologies in the future. A demand shock in a 
particular technology might lead to an economic constraint of another technology due to the 
dependencies of their technologies. A technological breakthrough is an example of a demand shock. 
For instance, the success of overcoming challenges faced by Li-S or Li-Air batteries might lead to a 
sudden surge in demand for metals such as lithium, nickel and cobalt. Consequently, the increase in 
price for the aforementioned metals might affect other metals such as silver and indium, which can 
in turn, dampen cost reduction measures in PV. Besides that, stronger policies to ensure a higher 
rate of recycling for jointly-consumed metals with a large market share in an end-use product is 
necessary as this will ensure a more stable supply of metals. In the long-run, joint-consumption of 
metals will eventually lead to a joint-production via a functional closed-loop recycling process, thus 
limiting the impact of price fluctuations of the companion metals.  

 

10.4 Impact of temporary shocks on the metal markets 

The approach of conducting a VAR analysis for individual metals with respect to their supply and 
demand as well as macroeconomic variables is a novel contribution since most of the existing 
studies predominantly focus on aggregated price indexes (Akram 2008; Anzuini et al. 2012) or only 
consider the dependency between metal prices without considering their supply-demand equilibrium 
(Xiarchos 2005; Antonakakis and Kizys 2015). The works of Mo and Jeon (2018), who carried out a 
VECM analysis to test the impact of increasing demand for EVs on battery-related metals, is the 
most comparable work to the VAR analysis in this thesis.  

The results of the impulse response functions show all metal prices react immediately towards a 
sudden change in demand or supply of metals. In addition to that, it can be ascertained that a long-
run equilibrium is present in the metal market, in which the relationship between the micro and 
macroeconomic variables causes the market to adjust itself towards equilibrium in case of a 
temporary shock. This result agrees with the findings of Erbil and Roache (2010), who proved this 
for metals such as copper, nickel, tin and zinc. Referring back to the previous example of a 
breakthrough of solid-state batteries, the demand shock for the metals will impact their prices, 
which however, will eventually return to equilibrium. Nonetheless, based on the results, it may take 
somewhere between 2 to 5 years for the equilibrium to be reached. 
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Another important result of this thesis is the evidence of the increasing financialisation of metals, 
which is clearly shown in silver. The financialisation of commodities has been extensively analysed in 
the field of research by works such as, but not limited to, (Silvennoinen and Thorp 2013; Henderson 
et al. 2015; Mayer et al. 2017). The financialisation of metals is caused by activities of investors who 
take positions in metals and treat them the same as stocks or bonds to capture profits. The 
increasing investment activities in commodities evidently gave birth to other financial effects, namely 
momentum investments and herding effect. Lutzenberger et al. (2017) previously proved that the 
momentum effect is significant in improving the predictive power of metal prices, thus asserting the 
financialisation of metals. The silver market presents a market anomaly, where the demand keeps 
increasing independent of the direction of the price movement. This is due to the behaviour of the 
investors that keep purchasing since they assume that the price of silver will eventually keep 
increasing and they can find a buyer at a higher price in the future. On the other hand, the herding 
effect is caused by a group of investors who imitates the activities of other investors, which creates a 
snowball effect in the investment activities. Babalos et al. (2015) proved that significant herding 
activities between commodities, including silver, did exist during the global financial crisis in 2008. A 
comprehensive literature review on this topic is provided by Spyrou (2013). In short, the results 
indicate that the effect of financialisation is apparent in the silver market. This shows that the use of 
silver in PV not only pose a physical availability risk for PV modules but also a high economic risk 
due to the susceptibility towards financialisation of metals. With the increasing importance of critical 
metals such as cobalt and lithium in the future, increasing activities of financialisation can be 
expected in the future as well, which might lead to severe uncertainties regarding their prices. 

The results of the forecast error variance decomposition show that the movements in metal prices 
are predominantly affected by their own historical price. While copper price impacts the demand 
significantly, the same cannot be said for minor metals such as cobalt and silver, where the impact of 
the price is almost negligible to the demand. This poses a threat to the development of renewable 
energy technologies since tough competition can be expected with other sectors to secure metal 
demand. It can be expected that every sector will try to secure their required demand independently 
of the price. However, this is not the case for industrial metals like copper, where the price is the 
largest external driver for the demand. Consequently, this opens up the discussion of which sector is 
willing to pay higher prices in securing the required metal demand. Helbig et al. (2017) have 
previously investigated this issue using a scale of raw material productivity per sector for 17 mega 
sectors in the EU as proposed by the EC (2014). The basic principle of this scale is that highly 
productive mega sectors are able to secure prioritized supply of raw materials due to their high 
specific value added. While renewable energy is not a sector per se in this categorisation, the next 
most suitable classification would be “electronics and ICT”, which is the third most productive 
mega sector behind refining and pharmaceuticals. This means that renewable energy technologies 
have high competitive power in securing metal demand. However, there might still be strong 
competition within a sector itself, such as the use for gallium in semiconductors. 
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The results of the forecast error variance decomposition further strengthen the fact that indirect 
causality effects may be present among metal prices due to dependencies to macroeconomic factors. 
One of the most significant factors is the inflation rate, which supports the findings by Chen et al. 
(2010) as well as Jain and Ghosh (2013). One may argue that the impact of inflation rate on metal 
prices seem counterintuitive since the willingness of consumers to pay more for a product is what 
defines the inflation rate. However, in the VAR model, all variables are related to each other via 
certain lag values. This means that an increasing inflation rate will cause consumers to expect a 
higher inflation rate in the future, thus increasing spending and consumption. This will evidently 
lead to the increase in metal prices. Therefore, while the results show that the demand does not 
directly affect the metal prices, it indirectly affects via the linkage with other variables such as the 
inflation rate.  

Due to data unavailability, the VAR analysis is only conducted for selected metals. However, by 
linking the results with the findings of the Granger-analysis, broader statements regarding the impact 
on minor metals can be made. Results show that a demand shock in metals relevant to renewable 
energy technologies has an immediate impact on their respective prices. This means that prices of 
other metals such as lithium, manganese, nickel and selenium, which are Granger-caused by the 
price of copper, will also most likely be affected according to their respective temporal lag lengths. 
Once again, the importance of recycling has to be reiterated in this section. The results show that 
the prices of metals decreases if the production increases. Therefore, increasing the rate of recycling 
should contribute to increasing the production indirectly and hence lowering the price. In addition 
to that, recycling metals also reduces the vulnerability of price volatility towards external impacts, 
since the supply can be regulated within Germany.  

 

 



Conclusion and further works
 

133 
 

11 Conclusion and further works 
 

As Germany commits to environmental and climate goals, the utilization of clean energy 
technologies is expected to increase significantly. However, the application of technologies like 
photovoltaics (PV), wind turbines and batteries comes at a price due to their dependency towards 
scarce metals, such as rare earth elements (REEs) and cobalt. This means that large-scale 
deployment of these technologies might cause supply bottlenecks of related metals in the future. 
Consequently, this might lead to economic implications in the metal market, which can disrupt a 
cost-efficient transformation of the German energy system. Under this premise, this thesis aimed at 
answering two main research questions. Firstly, does the increasing metal demand due to the energy 
transformation process in Germany lead to supply bottlenecks? Secondly, what are the economic 
implications of the increasing metal demand due to the energy transformation process on the metal 
market?  

In answering the first research question, the metallic raw material demand for photovoltaics, wind 
turbines and batteries were investigated. In doing so, several development scenarios and material 
efficiency measures were considered. In terms of PV, results show that thin-film technologies are at 
high risk of facing supply bottlenecks due to the criticality of indium, selenium, tin and tellurium. 
Crystalline silicon (c-Si) solar cells on the other hand, only face risk in silver. With regards to wind 
turbines, copper and dysprosium are identified as the most critical metals according to current 
production and reserve level due to extremely high demands as well as lack of feasible and economic 
measures to mitigate the possible supply risks in the future. As for batteries, lithium, nickel and 
cobalt are identified as the most critical metals. Among them, the demand for cobalt is expected to 
exceed the maximum allocation limit for Germany, should no technological breakthrough takes 
place in the near future involving post-Li-Ion batteries. 

However, the supply bottlenecks of the metals can be eased if the energy transformation process is 
steered in the right direction. For example, results proved that deployment of c-Si PV modules is 
more sustainable in Germany compared to thin-film modules, given that active measures in 
substituting silver with copper and nickel are undertaken. Regarding batteries, more resources 
should be invested in developing post-Li-Ion batteries such as the solid-state or Li-Air and Li-S 
batteries. Results clearly indicate that the market entry of these novel concepts can take the pressure 
off cobalt and nickel. However, the lithium demand will overshoot as a result. Nonetheless, the 
lithium content in brine and ocean is reported to be high enough to cover a large-scale deployment 
of lithium on a global scale. Besides, efforts in increasing the energy density and the use of second-
life batteries can contribute to further reducing the metal demand in batteries. In terms of wind 
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turbines, since the bottleneck risk of copper is substantially lower than that of dysprosium, smaller 
wind turbines with electrically-excited generators are a better option in the future, considering from 
the perspective of material availability. Measures such as improving production techniques, 
increasing the reliability of turbine components and using lightweight support structures will 
certainly help in reducing the bottleneck risks. 

In addition to these efforts, results showed that one of the most effective ways of reducing the 
supply bottlenecks would be to establish an effective closed-loop recycling process for the metals. A 
substantial amount of PV and wind turbines will be available for decommissioning in the next 5 to 
10 years in Germany. Early policy measures will ensure that the industry is well-prepared to recover 
the critical metals once they are decommissioned. Even if some of the metals like tellurium or 
gallium might not be relevant for future PV modules, their recovery will still benefit other 
manufacturing sectors, most notably the semiconductor industry. Although such a process does not 
completely mitigate the risk in certain metals such as dysprosium and cobalt, it certainly facilitates in 
reducing the bottlenecks in the long-term. It can be observed from the results that most of these 
metals will still be in the in-use stocks by 2050 and that they would be available for recovery beyond 
that. Therefore, stronger policies to ensure a higher rate of recycling metals in the investigated 
technologies are necessary as this will ensure a more stable supply of metals. 

The second research question was tested using two approaches. In the first approach, the Toda-
Yamamoto approach to Granger-causality testing was applied to test the price dependencies among 
metals that are present in PV, wind turbines and batteries. This test was first conducted for their 
respective companion metals in terms of production. Results proved that strong causality 
relationship exists between co-products and primary metals. For minor metals, no general 
statements can be made as mixed results were obtained. In the next step, the causality between 
jointly-consumed metals was tested within each technology, which showed evidence of significant 
relationships among metals in PV and batteries. A test at a higher aggregation level allowed for an 
inter-technology analysis, where significant Granger-causalities between the technologies could be 
observed. Although the existence of the causal link among this metal cannot be directly contributed 
to their application in these technologies, it can be concluded that large-scale deployment of these 
technologies in the future will only strengthen causality relationships that are already present. 
Therefore, it is important for manufacturers of these technologies to consider the joint production 
and consumption nature of these metals and their corresponding price relationships while 
diversifying their metal portfolios. This will ensure more cost-effective material substitution 
measures and provide insights regarding the suitable metals to be applied in alternative concepts to 
the technologies.  

The second approach involved the use of a vector autoregressive analysis in order to test the 
dynamics of selected metal prices in the investigated technologies and their relationship with 
demand and supply. In case of a sudden increase in demand, the prices of all metals increase 
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immediately. However, all metal prices try to return to equilibrium once the market is disrupted. The 
amplitude of the price movements seemed to correlate with the market volume of the metals, with 
copper and nickel exhibiting the highest changes in price whereas indium the least. Although no 
definitive conclusion can be made, results point toward the fact that the market for minor metals is 
more flexible to adapt to sudden changes. Since most of them are produced as by-products of other 
industrial metals, their storage capacity might be large enough to store excess produced amount, 
which can effectively balance the market equilibrium in the short-term. In case of a sudden increase 
in prices, the demand for all metals decreases except for silver. This effect can be attributed to 
momentum investment activities, which shows that silver behaves like a financial asset. Therefore, 
its application in c-Si solar cells carries a huge economic risk, as any speculation or disruption in the 
market might cause the price to surge, which in turn, increases the price of PV modules. Last but 
not least, macroeconomic variables such as inflation rate and exchange rate do have a noticeable 
influence on the metal market. Once again, recycling plays an important role to reduce the economic 
risks of the metals. A high recycling rate will ensure a more stable supply of metals. In the long-run, 
joint-consumption of metals will eventually lead to a joint-production via a functional closed-loop 
recycling, thus limiting the impact of price fluctuations of the companion metals. In doing so, the 
dependency of Germany on the import of scare metals can be reduced. 

Upon the analyses and critical appraisal of this thesis, several prospects for further works are 
identified. Firstly, this thesis only investigated the metals used in three different technologies. 
However, there are various other technologies relevant to the energy transformation process, 
especially heating technologies such as heat pump, combined heat and power plants as well as power 
grid expansion. Therefore, the analyses have to be expanded to include more technologies in order 
to be able to assess the complete metal demand and the corresponding risks of the energy 
transformation process. Secondly, the bottleneck analysis could be extended to supply risk analysis 
according to the definition and methodology of other works such as Graedel et al. (2012) or Helbig 
et al. (2016b). In doing so, other important risks such as the environmental implications, the 
concentration of production and political stability of origin country can also be analysed besides the 
physical availability of the metals. In this context, it is also highly recommended to combine the 
material criticality research with energy system analysis. By incorporating the information regarding 
metal use and availability in existing energy system models, a more realistic transformation pathway 
that is not only cost-minimal but also has a sustainable use of metals can be obtained. To this end, 
the energy system model REMod is highly suitable as it is able to provide the complete requirements 
for the energy transformation process in Germany without any outsourcing of generation capacity in 
neighbouring countries.  

In addition to that, the recycling potential estimated in this thesis only represents the maximum 
recyclable demand. However, in reality, the actual recoverable demand will be much less, as it might 
be constraint by economic and technical limitations. Therefore, a detailed analysis of the economic 
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and technical feasibility of recovering and recycling the raw materials from the investigated 
technologies has to be carried out in order to estimate the recyclable demand more precisely.  

Regarding the Granger-causality analysis, the results in this thesis are strongly limited by the choice 
of metal-pairs in selected technologies. As further works, it is highly recommended to conduct a 
more detailed analysis of price dependencies of a smaller batch of metals. This should be combined 
with the use of relevant metals in other main products and manufacturing sectors. As a 
consequence, this will evidently enable the investigation of price relationships between renewable 
energy technologies and other products and contribute further to the discussion of competitions and 
synergies between various manufacturing sectors. On a different note, the impact of macroeconomic 
variables on the metal market has to be analysed in detail. In this thesis, the VAR models of all 
metals have been complemented with similar variables for reasons of simplicity. A detailed analysis 
of each metal based on a much more thorough literature review is highly recommended. In order to 
further validate the findings and the trends identified in this thesis, the analysis should be extended 
to a wider range of metals. 
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15 Appendix 
 

Table 15-1: Global production, global reserve and global reserve base used for the calculation of bottleneck indicators. 
The source for global production and global reserve is (USGS 2018) and for the reserve base is (USGS 2009) unless 
stated otherwise 

  Global production in 2017 [t] Global reserve [t] Global reserve base [t] 

Ag 25000 530000 570000 
Al1 60000000 7500000000 9500000000 
Au 3150 54000 100000 
Cd2 23000 593400 1200000 
Co 110000 7100000 13000000 
Cr3 31000000 510000000 510000000 
Cu 19700000 790000000 1000000000 
Dy4 420 320000 450000 
St 1700000000 83000000000 1600000000000 

Ga5 315 560000 589440 
In6 720 15000 30000 
Li 43000 16000000 30000000 

Mn 16000000 680000000 5200000000 
Mo 290000 17000000 19000000 
Na 54000000 25000000000 40000000000 
Nd4 19000 23000000 31500000 
Ni 2100000 74000000 150000000 
Pb 4700000 88000000 170000000 
Pd 210 69000 80000 
Pt 200 69000 80000 
Sb 150000 1500000 4300000 
Se 3300 100000 172000 
Si 7400000 NA NA 
Sn 290000 4800000 11000000 
Ta 1300 110000 180000 
Te 420 31000 48000 
Ti 6200000 870000000 1500000000 
V 80000 20000000 38000000 
Zn 13200000 230000000 480000000 

 
1 – One quarter of bauxite amount is allocated for aluminium reserve and reserve base 
2 – Reserve and reserve base calculated based on  (Wen et al. 2016) 
3 – Due to unavailable data, reserve base is assumed to be similar to reserve levels 
4 – Production and reserve are based from (Viebahn et al. 2015) whereas the reserve base is provided by 
(USGS 2009) 
6 – Data for reserve and reserve base are provided by (Lokanc et al. 2015) 
5 – Data for reserve and reserve base are provided by (Rongguo et al. 2016) 
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Table 15-3: Test statistics of unit root tests in level series and 1st differenced series. 
* represents 10% significance level, ** 5% significance level and *** 1% significance level. 

    Metal X Metal Y 
    Level First difference Level First difference 

X Y Timestep n ADF KPSS ADF KPSS ADF KPSS ADF KPSS 
Al Ga 01.2004-12.2013 120 -3.30* 0.90*** -4.16*** 0.14 -2.45 0.42* -3.90** 0.16 
Ag Au 01.1990-12.2013 288 -2.39 4.36*** -5.14*** 0.10 -1.65 4.16*** -4.99*** 0.41* 
Ag Zn 01.1990-12.2013 288 -2.39 4.36*** -5.14*** 0.10 -3.45* 0.87*** -4.63*** 0.06 
Au Cu 01.1990-12.2013 288 -1.65 4.16*** -4.99*** 0.41* -2.58 3.89*** -6.90*** 0.08 
Cu Mo 01.1990-12.2013 288 -2.58 3.89*** -6.90*** 0.08 -2.29 2.78*** -5.70*** 0.09 
Cu Se 01.1990-12.2013 288 -2.58 3.89*** -6.90*** 0.08 -3.03 4.64*** -5.40*** 0.07 
Cu Co 01.1990-12.2013 288 -2.58 3.89*** -6.90*** 0.08 -3.65** 1.41*** -6.78*** 0.08 
Fe Dy 04.2001-12.2013 153 -1.64 4.44*** -5.80*** 0.09 -3.47* 2.21*** -4.57*** 0.08 
Fe Nd 01.2005-12.2013 108 -1.33 2.98*** -5.58*** 0.11 -2.47 1.30*** -4.33*** 0.08 
Ni Cu 01.1990-12.2013 288 -3.13 2.47*** -6.33*** 0.05 -2.58 3.89*** -6.90*** 0.08 
Ni Co 01.1990-12.2013 288 -3.13 2.47*** -6.33*** 0.05 -3.65** 1.41*** -6.78*** 0.08 
Pb Ag 01.1990-12.2013 288 -3.62** 3.89*** -5.26*** 0.07 -2.39 4.36*** -5.14*** 0.10 
Pb Cu 01.1990-12.2013 288 -3.62** 3.89*** -5.26*** 0.07 -2.58 3.89*** -6.90*** 0.08 
Pb Zn 01.1990-12.2013 288 -3.62** 3.89*** -5.26*** 0.07 -3.45* 0.87*** -4.63*** 0.06 
Zn In 01.1990-12.2013 288 -3.45* 0.87*** -4.63*** 0.06 -3.06 1.81*** -4.96*** 0.07 
Zn Ga 01.2004-12.2013 120 -2.00 0.42*** -3.86** 0.16 -2.45 0.42* -3.90** 0.16 
Ag Cu 01.1990-12.2013 288 -2.39 4.36*** -5.14*** 0.10 -2.58 3.89*** -6.90*** 0.08 
Ag Ni 01.1990-12.2013 288 -2.39 4.36*** -5.14*** 0.10 -3.13 2.47*** -6.33*** 0.05 
In Ga 01.2004-12.2013 120 -2.17 1.93*** -3.75** 0.17 -2.45 0.42* -3.90** 0.16 
In Se 01.1990-12.2013 288 -3.06 1.81*** -4.96*** 0.07 -3.03 4.64*** -5.40*** 0.07 
In Cu 01.1990-12.2013 288 -3.06 1.81*** -4.96*** 0.07 -2.58 3.89*** -6.90*** 0.08 
Ga Se 01.2004-12.2013 120 -2.45 0.42** -3.90** 0.16 -2.31 0.55** -4.14*** 0.20 
Ga Cu 01.2004-12.2013 120 -2.45 0.42** -3.90** 0.16 -2.60 1.51*** -4.46*** 0.12 
Ag Ga 01.2004-12.2013 120 -1.83 3.00*** -3.99*** 0.16 -2.45 0.42* -3.90** 0.16 
Ag In 01.1990-12.2013 288 -2.39 4.36*** -5.14*** 0.10 -3.06 1.81*** -4.96*** 0.07 
Li Ni 01.1990-12.2013 288 -1.85 5.12*** -5.50*** 0.24 -3.13 2.47*** -6.33*** 0.05 
Li Co 01.1990-12.2013 288 -1.85 5.12*** -5.50*** 0.24 -3.65** 1.41*** -6.78*** 0.08 

Mn Li 01.1995-12.2013 228 -3.72** 2.22*** -5.09*** 0.06 -2.03 4.52*** -4.83*** 0.18 
Mn Ni 01.1995-12.2013 228 -3.72** 2.22*** -5.09*** 0.06 -2.75 2.17*** -5.50*** 0.07 
Mn Co 01.1995-12.2013 228 -3.72** 2.22 -5.09*** 0.06 -2.95 1.24*** -5.75*** 0.07 
Cu Nd 01.2005-12.2013 108 -3.00 0.70 -4.20*** 0.11 -2.47 1.30*** -4.33*** 0.08 
Cu Dy 04.2001-12.2013 153 -2.49 3.60 -5.26*** 0.09 -3.47* 2.21*** -4.57*** 0.08 
Nd Dy 01.2005-12.2013 108 -2.47 1.30 -4.33*** 0.08 -2.43 1.64*** -3.65** 0.13 
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Table 15-4: Test statistics of the Breusch-Godfrey (BG) test for lag lengths chosen according to Bayesian information 
criterion (BIC) and the max lag lengths used to specify the VAR models. The null hypothesis of the BG-test states that 
the residuals are uncorrelated. For lag lengths that reject the null hypothesis, we increased the lag lengths until all serial 
autocorrelation issues are solved at a significant level of at least 10%.  

* represents 10% significance level, ** 5% significance level and *** 1% significance level. 

Lag length based on BIC Lag length upon increment 
Metal Pair opt. Lag χ2 max. lag χ2 
Cu-Mo 2 2.276*** 12 1.239 
Cu-Se 2 2.45*** 12 1.139 
Cu-Co 2 1.688*** 5 1.363* 
Fe-Dy 2 4.036*** 29 1.508* 
Fe-Nd 2 1.919*** 4 1.366* 
Ni-Cu 2 2.829*** 27 1.383* 
Ni-Co 2 1.693*** 4 1.202 
Ag-Cu 2 2.266*** 19 1.32* 
Ag-Ni 2 2.291*** 8 1.311* 
In-Ga 2 1.547** 3 1.353* 
In-Se 3 2.065*** 19 1.307* 
In-Cu 3 2.012*** 10 1.324* 
Ga-Se 2 0.765 2 0.765 
Ga-Cu 2 1.084 2 1.084 
Ag-Ga 2 0.991 2 0.991 
Ag-In 3 1.791*** 5 1.332* 
Li-Ni 2 2.499*** 25 1.125 
Li-Co 1 1.732*** 2 1.168 
Mn-Li 1 1.964*** 3 1.247 
Mn-Ni 2 2.814*** 9 1.33* 
Mn-Co 3 1.028 3 1.028 
Cu-Nd 2 0.804 2 0.804 
Cu-Dy 2 2.277*** 12 1.266 
Nd-Dy 3 3.73*** 16 1.423* 
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 Table 15-5 Results of the G

ranger-causality test of possible m
etal-pair com

binations that are not tested in Chapter 9. M
etal pairs that had sam

ple am
ount of less than 60 as w

ell as m
etal 

pairs, w
hose serial autocorrelation could not be solved even upon increasing the lag length of the bivariate V

A
R m

odel up to a m
axim

um
 of 30 lags, are not concluded since it is 

assum
ed that anything m

ore than that w
ould be overfitting the m

odel and the results w
ould be unreliable.  

* represents 10%
 significance level, ** 5%

 significance level and *** 1%
 significance level. 
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Figure 15-1: Responses of the change in log differences of price and production to a unit shock in the log differences of 
the consumption of nickel and indium. The dotted lines represent the 95% confidence intervals obtained by 
bootstrapping together with the impulse responses at 100 replications. 

 

 
Figure 15-2: Responses of the change in log differences of consumption and production to a unit shock in the log 
differences of the price of nickel and indium. The dotted lines represent the 95% confidence intervals obtained by 
bootstrapping together with the impulse responses at 100 replications. 
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Figure 15-3: Responses of the change in log differences of price and consumption to a unit shock in the log differences 
of the production of nickel and indium. The dotted lines represent the 95% confidence intervals obtained by 
bootstrapping together with the impulse responses at 100 replications. 
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Figure 15-4: FEVD of the consumption, production and price of Indium (In) and Nickel (Ni). “Con” refers to 
consumption whereas “Prod” refers to production. The rest of the abbreviations refers to the macroeconomic variables 
as listed in Table 5.5. 

 

Year

Pe
rc

en
ta

ge
 [%

]

0.0

0.2

0.4

0.6

0.8

1.0

1 2 3 4 5 6 7 8

Contion
In

1 2 3 4 5 6 7 8

Price
In

1 2 3 4 5 6 7 8

Production
In

0.0

0.2

0.4

0.6

0.8

1.0
Contion

Ni
Price

Ni
Production

Ni

Price Prod Con GDP CPI FedFund ExchangeRate


